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Preface

This book includes the scientific contributions presented at the Intermediate Meeting
of Italian Statistical Society (SIS) held in Milan at the Universit Cattolica del Sacro
Cuore, from June 18th to 21th of 2019. Following a long tradition (and a statutory
indication of the Society), the intermediate meetings are held bi-annually on specific
themes. This year, aiming at bridging the gap between statistics and the world of
Big Data and Data Science, the conference was entirely devoted to the theme of
“Smart Statistics for Smart Applications”. In this way the Italian Statistical Society
had the explicit intention to answer the high and rapidly increasing demand on the
subject, by providing academics, researchers and practitioners with a forum where
new ideas and new methods could meet with new needs, new research questions and
new applications.

The Conference could not have been organized without the joint effort of the Mi-
lanese network of Universit Cattolica del Sacro Cuore, Universit degli Studi di Mi-
lano Bicocca, Universit Bocconi, Universit “Vita e salute” San Raffaele, Politecnico
di Milano and Universit Statale di Milano. Members of all these universities took
part actively to the Local Organizing Committee. The Conference has also greatly
benefited from the contribution of the strategic partner Mathesia, which contributed
to the various aspects of the organization, with special focus to the active involve-
ment of private firms and companies and of the non-academic components.

The conference has registered more than 200 scientific contributions, including
papers presented in plenary invited sessions, papers collected in specialized and so-
licited sessions on specific themes, about 100 contributions spontaneously submitted
to the Program Committee and a poster session. All contributions were focused on
the conference theme and provided a good overview of the state-of-the-art of the
subject, from methodological and theoretical contributions, to applied works and
case studies. The two plenary lectures were devoted to the (provocative) idea of
“shallow learning”, as opposed to the more in-vogue idea of deep learning”, and to
the problems linked with Big Data veridicity and reliability. A plenary round table
draw the participants attention on the concept of smart ageing.



A distinctive feature of this conference, relative to previous analogous experi-
ences, was the presence of many round tables and activities focused on topics of
interest for a wider audience, freely open to external participation. These activities
were termed Fuoriconvegno” and included a special session on “Data skills: Statis-
tics and education for future jobs” organized jointly with Pearson Italia Publisher, a
round table on “How to Close the Gap Between the Practice and Theory in Digital
Transformation Era” organized joint with Mathesia, a colloquium on “Big Data and
Big Responsibility”, a round table on “Political polls in the Big Data era”, a round
table on ”Big Data and Public Administration”, a round table on the changing role of
the statistical scientific societies in a new interconnected world and the fifth edition
of the statistical competition “Stats Under the Stars (SUSS5)” organized by the Boc-
coni University, a whole-night hackathon on real-world business analytic problems
for young Data Scientists.

More information about the fuoriconvegno activities may be found on the website
of the meeting'. We offer this book to all members of the Italian Statistical Society,
to all participants of the conference and to all interested people, in the hope that
this will provide them with a good snapshot of the on-going research in this exciting
new area of statistical studies. We deeply thank all contributors for having submitted
their work to the conference and all the researchers who did an outstanding job in
acting as referees accurately and timely. Finally we wish to express our gratitude to
the publisher Pearson Italia for all the support received.

Giuseppe Arbia
Stefano Peluso
Alessia Pini
Giulia Rivellini

! URL: http://meetings3.sis-statistica.org/index.php/SIS2019/sis2019/schedConf/overview
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Shallow Learning for Data Science

Antonio Canale

Abstract One of the most recent breakthrough in data analysis is represented by the
so called deep learning methods. Despite the huge hype surrounding deep learning,
there is nowadays a strong need for statistical models that are “shallow”, i.e. models
that are able to balance the modern quest for flexibility with parsimony and inter-
pretability and that are able to account for uncertainty quantification. In this short
paper I will argument that despite the surprising performance of deep learning in a
variety of situations, this is not the ultimate general-purpose tool for data analysis.
To argument this, I will focus on three applications where both the specific ques-
tions and the data structures requested a “smart” model specification tailored for
each specific situation. Despite different in terms of goals and type of data, all these
models share the common feature of providing useful and interpretable insights on
the problems at hand.

Abstract Uno dei pii recenti e innovativi approcci all’analisi dei dati é rappre-
sentato dai cosiddetti metodi di deep learning. Nonostante I’enorme clamore che
circonda questo approccio, c’eé ancora estremo bisogno di modelli statistici che
non siano necessariamente “deep”, ovvero di modelli capaci di bilanciare I’ attuale
richiesta di flessibilita con caratteristiche come parsimonia e interpretabilita e che
siano in grado di quantificare correttamente [’incertezza delle stime. In questo breve
articolo viene discusso che, nonostante le sorprendenti prestazioni dei modelli di
deep learning in svariati contesti, questi non rappresentano lo strumento definitivo
per qualsivoglia analisi di dati. Per argomentare questo, vengono presentate tre ap-
plicazioni dove sia le domande specifiche che le strutture dati hanno richiesto lo
sviluppo e 'applicazione di specifici modelli statistici. Sebbene differenti negli obi-
ettivi e nelle strutture dati, questi modelli hanno in comune la capacita di fornire
chiare informazioni relative ai problemi in questione.

Key words: Deep learning, density regression, quantitative risk assessment, ex-
treme value analysis, functional data analysis, functional regression

Antonio Canale
Dipartimento di Scienze Statistiche, Universita degli Studi di Padova , e-mail: canale@stat.
unipd.it
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1 Introduction

One of the most recent breakthrough and successful tool for data analysis is repre-
sented by the so called deep learning methods [18, 30]. Deep learning is essentially
a statistical model that builds over the concept of neural network, a formulation that
first appeared at the end of the 50’s [28] but that only recently became extremely
popular thanks to the increase in computational power—i.e. hardware—and data
size. In the last few years, not only deep learning proved to be competitive in a va-
riety of tasks and applications, but it also proved to be quite successful in terms of
marketing with abundant press exposure [23] and related interest also in the gen-
eral public. All these reasons boosted deep learning that quickly became the go-to
solution for many companies and for some scientific fields as well.

There is a huge hype surrounding deep learning but it is important to understand
that this set of techniques cannot be the ultimate general-purpose solution for any
data analysis. Also in situations in which these methods are supposed to give their
best performance, there are many funny examples on the actual implications of their
implementation [see, e.g. 19]. These examples need to warn practitioners about the
risk of using these methods blindly as, after all, the term deep in deep learning
“refers to a technical, architectural property [. .. ] rather than a conceptual one” [22].
The scientific literature also started to question when and why these methods fail
even in settings where they normally proved to be extremely successful (an entire
conference has been held on the theme of deep learning failures, see [17]).

Deep learning has terrific performance in classification and regression tasks
where the final goal is prediction and not inference—i.e. understanding of the pro-
cess that generated the data and accounting for the intrinsic uncertainty of estima-
tion. For this reason it is clear that if the goal of a data analysis is to understand
the relationships between some variables or, even more, under a causal inference
approach, the causality effect of a variable on a specific output, these methods are
inherently inappropriate.

Deep learning has become extremely popular nowadays—the so called big data
era—thanks to the availability of huge data sets. Their predictive performance is
directly related to the size of the training data. Not only the size of the data set is
important in determining successful results but also the quality of the data with the
training set being a representative sample of future observations to be predicted. It
is clear that if the sample is small to moderate in size and/or there is some (ignored)
selection bias, the results of any deep learning algorithm may be not very precise or
strongly wrong.

There are many situations and applications, nowadays, in which the substantive
question, the data type, or the data size make deep learning methods not adequate
for the reasons discussed above. In these situations there is still a strong need for
statistical models that—in contrast to the extremely complex and overparametrized
deep learning models—are “shallow,” i.e. models that are able to balance the modern
quest for flexibility with parsimony and interpretability and that are able to account
for uncertainty quantification. In what follows I will give three examples related to
three research projects that, to some extent, support this thesis.
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2 Smart statistics for smart applications?

In this section I will discuss three recent applications related to quantitative risk
assessment, extreme daily rainfall, and bidding in energy markets, respectively. In
each case the specific question and/or the data structure requested a model speci-
fication tailored to the specific application. Despite different in terms of goals and
data structures, all these models share the common feature of providing useful and
interpretable insights on the problems at hand without requiring too strict model
assumptions.

2.1 Balancing flexibility with parsimony: a convex mixture
regression model for quantitative risk assessment

Consider the context of environmental applications in which it is of interest to model
how the distribution of a health outcome changes with a predictor. As motivating
application, I focus on the analysis of a data set obtained from a sub-study of the
US Collaborative Perinatal Project [20], a large prospective study of US pregnant
women and children. In this data set, DDE—a persistent metabolite of DDT— was
measured in the maternal serum during the pregnancy and the goal of the analysis
is to study how the distribution of the gestational age at delivery—henceforth y—
varies with DDE—henceforth x. Here, as in many other similar studies, the general
interest is in relating dose to the risk of an adverse health outcome, with such dose—
response models forming the basis of quantitative risk assessment [24]. The analysis
presented here is a summary of the paper by Canale, Durante, and Dunson [2].

To give some background, typical approaches in quantitative risk assessment,
rely on parametric models. For example, a common assumption is y ~ N(u(x), 5?),
where U (x) is defined as

1 (x) = Ho + (Moo — Ho) W(x3 1)

with yy and U denoting the expectations of y at x = 0 and x — oo, respectively,
whereas y(x;A) represents a monotone nondecreasing dose-response function.
While being interpretable, it is evident that the Gaussian assumption is clearly vi-
olated in many situations, including our motivating application as can be noticed
in Figure 1. Alternative contributions consider mixtures of Gaussians [11, 13, 27]
where, unfortunately, the increased flexibility comes at the cost of loosing inter-
pretability and parsimony.

To balance these aspects in [2] we introduced a convex mixture regression model
that interpolates two extremal densities fy(y) and f.(y) through a single monotone
increasing function B(x) € [0,1], which induces a flexible, yet interpretable and
parsimonious, characterization of the conditional density of y given x via

f(3) ={1-B()}fo(y) + B(x)fe(¥), x>0 (D
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Fig. 1 Histograms of the gestational age at delivery for different (binned) values of DDE (gray)
and posterior mean conditional densities under the convex mixture regression of [2].

The formulation in (1) has several appealing characteristics. First it induces a
flexible model, generalizing the classical dose-response models for quantitative out-
comes, with sufficient “structure” thus allowing to gain efficiency in estimation. This
can be partially appreciated looking at the results reported in Figure 1 and in the de-
tailed simulation study reported in [2]. Second, in contrast with the current trend
of having black-box algorithms producing non interpretable results, our formula-
tion improves interpretability as it can be shown that classical risk measures—such
as the additional risk [14] for continuous outcomes—are proportional to the f3(x)
function. Third, our Bayesian implementation naturally accounts for uncertainty in
estimating benchmark dose BMD,—defined as the dose corresponding to a 100g%
risk of an adverse health event above that for unexposed individuals—- and the more
conservative benchmark doses lower bound (BMDL,) without requiring asymptotic
approximations. Fourth, it can be generalized to model health outcome y taking val-
ues on different sample spaces example—see for example [9].

2.2 Going beyond asymptotic extreme value theory: a Bayesian
hierarchical extreme value model

In this section I deal with a classical topic in extreme value analysis [5], i.e. infer-
ence on the distribution of yearly maxima. Our specific motivating application is
related to the estimation of yearly maxima of daily rainfall. Despite extreme value
theory for this type of application is not novel, the data sets that are nowadays avail-
able drastically changed in the last decade due to the modern advances in remote
sensing technologies. On one side, remote sensing increased the availability of spa-
tial rainfall data, on the other side, these time series are naturally shorter as the
technology is very recent. The result is that we have many spatially related and
few temporally related observations. Our goal is to model short time series—small

10
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data?—introducing external input on the analysis based on prior information for
similar spatial locations by means of a Bayesian approach.

To set up the notation, consider to model the distribution of the maximum Y of an
independent sequence of random variables Xi, ..., X, with common cumulative dis-
tribution function F(-;0) and 6 € ® and unknown parameter. Under these settings
the distribution of Y is simply

pro (Y <y) =prg (Xi <y,...,X, <n) =F(y;0)". 2

A classical approach exploits the celebrated Fisher-Tippett Gnedencko theorem [8,
10] that states that for n — oo the distribution in (2)—after a suitable normalization
of Y—-belongs to the family of the generalized extreme value (GEV) distribution
[31], having cumulative distribution function equal to

-1/
FGEv<y|u,o,é>exp{[uf;(ym} }

Despite the elegant theoretical justification of this classic approach many limi-
tations are actually present. First, the asymptotic argument. Trivially, in modelling
year maxima of daily rainfall, n is at most 365 but also in general the rate of conver-
gence to the theoretical extreme value distributions is not known and the number of
events per block may be often not large enough for the asymptotic argument to hold
[16]. Second, the assumption of no inter-block variability. In many applications, in-
cluding our motivating examples we observe natural fluctuations in the intensity of
the events. For these reasons and exploiting the natural hierarchical structure of the
data generating process in the working paper by Zorzetto, Canale, and Marani [34]
we develop a hierarchical Bayesian extreme value model that avoids the asymp-
totic argument, accounts for possible inter annual variability in the magnitude of the
events, and, thanks to a careful prior elicitation, leads to more precise estimates than
standard frequentist and Bayesian approaches. The ideas briefly summarized here
are largerly inspired by the seminal works [21, 33, 35].

Let n; be the number of events over a given time period, or block j with
J=1,...,J and x;; the magnitude of the i-th event within the j-th time period with
i=1,...,n;. The nj events occurring within a block are assumed to be independent
and identically distributed with common parametric cdf F(-; 8;) with 6; a—possible
multivariate—unknown parameter. Our proposal consists in eliciting the hierarchi-
cal model reported in Figure 2 where the n; are realizations of random variables
with common probability distribution p(n;4), and the latent 6; are also realizations
of a random variable with common probability density function g(-;1). Condition-
ally on nj and 0;, the single x;; has pdf f(x;;;6;). Prior distributions for A and 1
complete the model’s specification. The posterior distribution is approximated via
Markov Chain Mote Carlo sampling.

Preliminary results show that the proposed approach leads to better estimates of
the cdf of Y than classical or Bayesian implementations of the GEV approach and of
the peak over threshold [6] approach. In addition the variability of such estimates—
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o n 6; ie{l...n;}

Fig. 2 Hierarchical structure of the model for the daily rainfall. Grey dots represent observed
variables.

quantified in terms of Bayesian credible bands around the cdf—is smaller, leading
to a more precise characterization of the probability of extreme events.

2.3 Sparsity for infinite dimensional data: a locally non-concurrent
Junctional model for functional time series

In this section I briefly describe a model for a complex type of data that are
nowadays routinely collected in many sectors. Specifically I am considering high-
resolution data which can be modelled as smooth functions (e.g., curves or surfaces)
that constitute the basis of functional data analysis, an emerging field of statistics
where the single datum is not a number or vector but a function belonging to a
suitable separable Hilbert space [12, 25, 26].

As motivating application, consider the problem of price prediction in modern
energy markets and specifically its prediction by means of functional time series of
demand and supply curves similarly to [3, 4, 15, 29]. In the latter contributions we
studied different models for analyzing time series of functions, subject to equality
and inequality constraints at the two edges of the domain, respectively, such as daily
demand and offer curves.

In broader settings, consider a general functional regression situation where y;(s)
is the functional response in L? for the ith observation and x;(s) is a functional
regressor. The statistical literature proposes two different extreme solutions to deal
with this situation. A first solution, called concurrent functional model, assumes that
the relation between the functional response and the functional predictors is

yi(s) = xi(s)9(s) +ei(s), 3)

12



Shallow Learning for Data Science

where ¢ (s) is a functional regression coefficient, and e;(s) are functional indepen-
dent errors. The model is concurrent since the value of the functional response y;
at the domain point s € S depends only on the value of the functional regressors
evaluated at the same s € S. On the other extreme, there is the non-concurrent func-
tional model that allows y;(s) to depend from the functional regressor entirely, and
specifically

Vils) = / ()Wt 5)dt +ei(s), )

where y(z,s) is a kernel function which determines the impact of the function x;
evaluated at domain point # € S on y;(s).

Both specifications have pros and cons. The first is simple but there are cases in
which it is not reasonable to assume that the value of y;(s) depends on the functional
regressors in s € S only. The non-concurrent model, on the other side, offers great
flexibility but this flexibility comes at the price of increasing complexity—both in
terms of interpretation and computation.

In the working paper by Bernardi, Canale, and Stefanucci [1] we fill the gap be-
tween the concurrent and the non-concurrent models proposing a hybrid approach
that matches the interpretability of the concurrent model with the flexibility of the
non-concurrent model. We achieve this inducing a sparse and smooth block struc-
ture in the Hilbert-Shmidt coefficient y as sketched in what follows. Going back
to our motivating application, assume that the response is y;, the value at day ¢ (say
today) of a demand curve while the functional covariate is y,_1, its lag 1 observa-
tion (yesterday demand). Knowing that the impact of yesterday demand on today
demand involves only some parts of their domain is certainly of dramatic interest to
better understand the market dynamics.

To achieve this local sparsity structure, first represent both y; and x; via basis
expansions, say {¢;(s),l =1,2,...,M} and {@,(¢),m = 1,2,...,M?}, to represent
all the quantities involved in model (4), as

yi(s) =Y oudi(s) = (s)" o
]
() =Y Bin®n(1) = @(s)" B;.

A similar representation can be provided for the kernel y, simply exploiting a tensor
product expansion and defining

V() =YY Wi @n(t)i(s), )
I m

or alternatvely

Vil .- Vim o1 (s)
y(t,s) = (@i(t),....om(@) [ = . :
WYt - VYum Om(s)

= @(1)"PD(s). (6)
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The desired local sparsity can be obtained by suitable defining the elements involved
in equation (6). For example, if we opt for B-splines [7] of order d a sufficient
condition to get W(¢,s) = 0 is to have a d X d block of the matrix ¥ of zeroes. This
can be obtained borrowing ideas from the group lasso regression [32].
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Smart Statistics: concept, technology and

service

David John Hand, Maurizio Vichi

Abstract Human Computer-Mediated-Communication (CMC) and the Internet of Things,
(IoT) a non-human CMC, have changed the styles of communication producing a great
variety and volume of data at high velocity. In CMC human communication occurs through
two or more “smart devices” having specific formats, such as instant messaging, email, chat
rooms, online forums, social network services and text messaging. Communication, with
CMC, happens in real time (synchronous), or at differed time (asynchronous), with parties not
communicating at the same time. The by-product of CMC is the “datafication” of different
aspects of the life of citizens. Social media platforms tend to broadcast continuously and show
communication among people on all possible topics and phenomena relating to their lives.
Society collectively accumulates data on massive amounts of its behaviours. On the other
hand, IoT produces communication between things and a datafication of actions and services
for which they are used. In general, we can say that CMC and IoT produce organic data, i.e.,
rough data not ready to be statistically analysed. Information/knowledge are different from
organic data. To extract something useful from the data, sophisticated statistical
methodologies, and algorithms, and other tools are required. Moreover, the velocity of the
flow of incoming data often means that their analysis needs to be done in real time. The
integration of the data with the statistical methodologies necessary to transform these data
into trusted information/knowledge produces what can be called “smart statistics”. This is a
multidimensional concept connected with three relevant topics: new styles of communication
and datafication in the Society; the change of Statistical Sciences due to internet and the new
technologies; the use of “smart systems™ as services for the Society.

This paper looks at the potential implications of smart statistics. We wish to define the term of
Smart Statistics by briefly describing the topics that characterise this multidimensional
concept.

Key words: Smart Statistics, Computer-Mediated-Communication, Internet of Things
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Tavola rotonda “Smart ageing: lunga vita attiva,
salute e nuove tecnologie”

ORGANIZZATORI: A. Rosina, G. Rivellini, M.P. Vitale

MODERATORE: Francesco Cancellato (Linkiesta).

RELATORI: Stefano Campostrini (Universit Ca Foscari), Maria Grazia Carrozza
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Rose (Sapienza Universit di Roma e Laboratorio LoLA - Longevity and Ageing)

Aumento della longevit e innovazione tecnologica sono due grandi trasformazioni in
atto destinate a cambiare profondamente il nostro modo di vivere, stare in relazione,
produrre e promuovere benessere. Non si tratta solo di quantit in aumento (di anni
di vita e di popolazione in et anziana) ma di qualit da aggiungere a fasi della vita in
grande mutamento. La quantit va anzi considerata una opportunit per investire sulla
qualit. La silver economy destinata ad avere un impatto crescente sulleconomia,
con crescente ruolo delle nuove tecnologie ad ogni livello. La crescita della popo-
lazione anziana e le politiche che favoriscono un invecchiamento attivo tendono a
favorire la domanda di mantenimento in buona salute, ma pi in generale di buona
qualit della vita, con possibilit di continuare a vivere in autonomia nella propria
abitazione, senza sentirsi isolati e potendo contare su adeguati servizi di assistenza
e su solide reti di aiuto sociale. Una risposta a tale domanda arriva anche dalla sper-
imentazione e dagli investimenti in ricerca e sviluppo. Un esempio quello della
progettazione di abitazioni intelligenti (smart home), caratterizzate da un ambiente
monitorato e sicuro, grazie alla tecnologia digitale, che si adatta alle esigenze di chi
la vive e ne facilita le attivit. Lespansione di prodotti e servizi in questa direzione
vede come protagonista linnovazione prodotta dalle nuove generazioni. Inoltre lev-
oluzione della smart home ha ricadute potenziali su tutte le abitazioni, generando
quindi benefici estendibili a tutti i cittadini. Lo stesso vale per i trasporti e vari altri
aspetti della vita nelle presenti e future smart cities. Una lunga vita attiva di qualit
si costruisce a partire dalle et pi giovani, attraverso formazione continua, sviluppo
di life skills, competenze digitali, smart working, sistemi esperti in grado di accom-
pagnare i passaggi nelle varie fasi della vita e di conciliare varie dimensioni di vita.
Quanto stiamo davvero preparando le nuove generazioni ad una lunga vita attiva di
successo? Quali rischi e opportunit le nuove tecnologie possono offrire?
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Demography in the Digital Era: New Data
Sources for Population Research

Demografia nell’era digitale: nuovi fonti di dati per gli
studi di popolazione

Diego Alburez-Gutierrez, Samin Aref, Sofia Gil-Clavel, André Grow, Daniela V.
Negraia, Emilio Zagheni

Abstract The spread of digital technologies and the increased access to the internet
has contributed to the production and accumulation of unprecedented quantities of
data about human behavior. Demographers, who have a long-standing interest in
issues related to data and data quality, are in an ideal position to make sense of
this new information. This paper discusses three ways in which the Data Revolution
has created novel sources of data for demographic research. It discusses the unique
technical and ethical challenges posed by these data sources and the opportunities
they provide for understanding historical and contemporary demographic dynamics
around the world.

Abstract La diffusione di tecnologie digitali e la crescita nell’accesso ad inter-
net hanno contribuito ad una produzione ed accumulo senza precedenti di dati sul
comportamento umano. I demografi, che hanno avuto un interesse di lunga data
su questioni relative a dati e qualita dei dati, sono in una posizione ideale per es-
trarre significato da queste nuove informazioni. Questo articolo discute tre modi in
cui la ‘Data Revolution’ ha creato nuove fonti di dati per la ricerca demografica.
L’articolo discute le sfide tecniche ed etiche create da questi dati e le opportunita
che offrono per comprendere le dinamiche demografiche storiche e contemporanee.

Key words: demography, digital data, social media, data revolution
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1 The Data Revolution: A New Data Paradigm in Demography?

Demography, the systematic study of population dynamics and the causes and con-
sequence of compositional changes in populations, has always been a data-driven
discipline. Administrators have used censuses to count (and tax) populations since
ancient times. In modern societies, an interest in data characterized the development
of the discipline of demography. For example, John Graunt identified London’s 16th
century ‘Bills of Mortality’ as a potential source of data for demographic analysis,
ultimately resulting in the creation of life tables. We argue that demography is at
the gates of a new data paradigm defined by the increased availability of population
data produced or made available by digital technologies and the internet [6, 8]. The
shift is part of the Data Revolution, the process through which the transition from
analogue to digital electronic technologies has resulted in the accumulation of vast
amounts of individual-level data (see Figure 1 for an illustration). The spread of
the internet, the World Wide Web, and the Internet of Things, have accelerated this
process, producing unprecedented data on society and human behavior [29].

This paper presents three innovative sources of data that have been made pos-
sible by the Data Revolution and explores their potential for conducting ground-
breaking demographic research. First, digitization has helped improve access to
existing data, such as censuses and population registers [33, 20], and bibliometric
databases [12, 27]. Similarly, the advent of online peer-to-peer collaboration has cre-
ated new resources, such as massive online genealogical databases [21], that can be
used for studying intergenerational demographic processes. Second, demographers
can now analyze digital traces left by internet users in platforms like Twitter [35]
and Facebook (FB) [15] to study population dynamics. Finally, the Data Revolution
has created new opportunities for collecting primary data using devices connected
to the internet. Examples discussed in this paper include online surveys [7, 1], apps
for registering time-use data [28], and internet advertising platforms [37, 9].

The Data Revolution

T
entails

Spread of new

. which . such
affected teChn|0|?gles and as Internet & WWW |
atforms - —
P : Social media sites |
- resulting in Online adverts |
usefulfor |  Accumulation of Linternet of Things |
cmograpTy understanding | individual-level data

Fig. 1 The Data Revolution and new sources of data for demographic analysis.
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1.1 Digitized and Crowd-sourced Data

Demographers and statistical agencies were quick to recognize the importance of
digitizing paper-based demographic data. The digitization of censuses and pop-
ulation registers was pioneered by the Integrated Public Use Microdata Series
(IPUMS), which now hosts the world’s largest collection of demographic micro-
data.! In time, digitization enabled the creation of crucial data repositories for de-
mographic research (e.g. the Human Mortality and the Human Fertility Databases?
or digital national population registers). Nordic registers, for example, have been
used to study intergenerational processes in fertility [22], health [S], mortality [4],
and migration [33]. Most of the existing research focuses on Europe, but researchers
increasingly acknowledge the potential of other population registers for conducting
demographic research (e.g. East Asia [13] or North America [18]).

Bibliometric databases, such as Scopus [2], Web of Science [27], and Dimen-
sions [32], are other examples of digitized sources with potential for demographic
research. These databases contain data on millions of scientific publications pro-
duced each year, including author affiliation and addresses. Affiliation data can be
used for analyzing scientific collaboration and mobility of researchers across coun-
tries [24, 3, 12]. Yet, using these data sources for migration research has limitations
which require a careful interpretation of the results [2, 27]. Changes on author af-
filiation, for example, are not a perfect proxy for mobility since conducting and
publishing research can be a lengthy process. Migration of researchers is likely to
be underestimated because some movements are not represented in publications in-
dexed in bibliometric databases. This calls for future research integrating bibliomet-
ric data with complementary data sources to resolve some of the methodological
issues. Despite these limitations, bibliometric data sources offer substantial benefits
[12, 27] compared to traditional data sources like surveys. These resources make re-
search on migration of research-active scientists more cross-disciplinary, scalable,
longitudinal, contemporary, and comprehensive.

Demographic data can also be crowd-sourced. Platforms like Geni.com and Wik-
iTree have allowed thousands of amateur genealogists to collaborate in building
large-scale online genealogical databases such as the Familinx database, which in-
cludes 86 million individual records from around the globe, with data that go back as
far as the 17th century [21]. This particular database was scraped from Geni.com, a
collaborative social network that allows users to find and verify family relations. On-
line genealogies are a promising resource because they cover long historical periods
and are not restricted by national boundaries - on the downside, they are not repre-
sentative samples and underrepresent Low- and Middle-Income countries (LMIC).
Despite their potential, sound demographic research using these data is still miss-
ing, including methodologies for addressing systematic biases and generalizing the
findings to larger populations [16].

! www.ipums.org; www.international.ipums.org, accessed 28.02.2019.

2 www.mortality.org; www.humanfertility.org, accessed 28.02.2019.
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1.2 Digital Traces from Social Media

About half of the world’s population are active internet users and many use social
media platforms like FB and Twitter.> Demographic information on the users of
these platforms can be used to perform demographic research in a timely manner.
Social media data can also be used to study populations that would otherwise re-
main entirely out of reach [26]. Researchers can access FB and Twitter data using the
platforms’ Application Programming Interfaces (API), some of which have been de-
signed for advertising purposes. The FB Marketing API gives access to aggregated
population data (e.g., the number of FB users by sex and age in a given country who
share certain interests), but not individual-level user data. Unfortunately, FB does
not provide much detail about how these aggregate figures are estimated (e.g., how
users are classified according to their interests, behavior, and demographic char-
acteristics). Twitter, in addition to a Marketing API for aggregate-level summary
information, allows researchers to query individual-level data from ‘public tweets’
(i.e. tweets not protected by the user).* Still, researchers can access information that
users have agreed to share, including text and images from tweets, user names, and
tweet locations. Having access to individual-level Twitter posts gives researchers
the freedom to design and test different models and algorithms using primary data.

Previous studies have collected data using APIs to study contemporary social and
demographic processes. FB data have been used to study access to digital technolo-
gies [15, 17], immigrant cultural assimilation [14], and to estimate migrant stocks
[37]. Twitter data have been used to study migration flows [35], and monitor popu-
lation health [10] and natural disasters [19]. The use of the FB and Twitter data has
clear advantages, but also important drawbacks. A notable limitation is that social
media data are generally not representative of the entire population. Recent studies
have attempted to overcome this limitation by combining social media data, sta-
tistical models, and representative surveys [36, 37]. Another limitation is the lack
of individual-level demographic data for Twitter users. Studies have addressed this
limitation by using pattern recognition techniques to infer the demographic charac-
teristics of users [34]. Nevertheless, there are clear benefits in using this new source
of data. For instance, demographers and sociologists have been able to reach and
study new populations, while statisticians and computer scientists have had the op-
portunity to test new models and algorithms. These examples show how the internet
has created research opportunities that were unimaginable when social networking
platforms were initially conceived, over 20 years ago.

3 www.itu.int/en/ITU-D/Statistics/Pages/stat/default.aspx, accessed 28.02.2019.
4 help.twitter.com/en/safety-and-security/public-and-protected-tweets, accessed 28.02.2019.
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1.3 New opportunities for collecting primary data

The Data Revolution has also created new opportunities for collecting primary data
via the internet. Several studies have recruited participants for online surveys us-
ing social networking sites (e.g., FB and Twitter) and online labor markets (e.g.,
Amazon Mechanic Turk and Craigslist) [7]. Such platforms tend to have wide reach
and often allow the targeting of individuals based on specific demographic char-
acteristics, interests, and behaviors. This makes them attractive for both drawing
convenience samples and recruiting members of hard-to-reach populations, usually
at a lower cost than would be possible with traditional probability samples [1]. Of
the existing platforms, FB has been the most popular, arguably because it (currently)
has the largest number of users and the widest international coverage, and because
it provides detailed information about user characteristics that can be used for tar-
geting participants [7, 9]. In the existing studies using FB, recruitment usually takes
place via ads that can be shown to users at various places of a webpage. Such ads
consist of one or more pictures accompanied by a short study description and a link
to an external site hosting the survey (see [26] for an example).

In addition to new platforms for survey research, internet-enabled devices (e.g.,
mobile phones and activity trackers) can revolutionize current research practice.
One example comes from the area of time-use research. The ways in which people
use their time (i.e., the quantity and quality of time; whether they spend it alone or
interacting with other people or with machines) has implications for their health and
wellbeing. Information about people’s time use and wellbeing has mainly been col-
lected using (1) recall or (2) real-time techniques. In recall techniques, interviews
are typically conducted over the phone or via paper-and-pencil self-administered
diaries, where respondents report back about what they did during that day or the
previous day, the duration of each activity, where they were, and who they inter-
acted with. This method affords coverage and detail of what participants did during
the previous day and the sequence in which activities took place, but it is not very
precise in estimating the hour and the minute in which an activity took place [25].
Furthermore, such recall diaries can be lengthy and burdensome for the respondent,
which is why most national representative recall-diary surveys are cross-sectional
and only cover one or two diary-days for each respondent. ‘Real-time’ techniques
that rely on applications or instant messages received on personal mobile phone have
the potential to capture what people are doing ‘right now’, and are likely to provide
a more precise picture of the exact activity [11, 28]. Such techniques also have the
advantage of being faster and less fatiguing for the respondent, allowing longitudi-
nal or repeated measures. Additionally, data collection via cellphone applications
could provide much needed insight into what people from various socioeconomic
contexts and political regimes do during day-to-day life and how those activities
are then linked to various measures of wellbeing. Nevertheless, assessing time-use
and subjective wellbeing in real time has its own reliability and validity challenges,
stemming particularly from the fact that asking respondents to evaluate their current
behavior and/or emotional wellbeing ‘right now’, may change the very behavior
and/or emotions we are trying to measure [23, 31].
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2 What’s next for Demography?

This paper highlighted new opportunities for demographic research created by the
Data Revolution. The review of new data sources, however, is not exhaustive and
researchers will continue to find new ways of making sense of our social world with
the help of the internet and electronic devices. This concluding section considers the
unique technical and ethical challenges of digital data and discusses how addressing
them can contribute to the advancement of the demographic discipline.

Demographers using digital data face particular issues related to access, rep-
resentativity, and ethics. Researchers often ‘depend on the kindness of strangers’
for accessing data since internet companies, unlike governments, are not obliged to
share data from their platforms. This creates uncertainty as the conditions of access
may change in the future. There are important attempts to address this issue. The
Opal Project, for example, has proposed protocols for private companies to willingly
share anonymized data on a regular basis to inform public policy and academic re-
search.’ Furthermore, digital sources are rarely representative of larger populations
in the way that randomized surveys are (even if, as this paper has shown, digital
technology can enhance the collection of primary survey data). Coverage can also
be an issue, as access to the internet is more restricted in LMIC. Nevertheless, digital
trace data can be used to show some of these global inequalities in access to digital
technologies [15, 17].% The issue has motivated research on generalizing from non-
representative samples to larger populations [36, 37]. This is a promising area of
methodological development with wide applications, especially as survey response
rates continue to decline around the world. The availability of online data has also
led researchers to think long and hard about data security, privacy and informed con-
sent in the digital era [30]. Ethical considerations must be a primary concern when
designing demographic studies using digital or internet data. Social scientists need
to adhere to ethical and transparent research practices, particularly as the privacy of
users is constantly threatened in the online world [38].

Finally, it is important to note that while innovative sources of data provide ex-
citing opportunities for new research, they are unlikely to make ‘traditional’ demo-
graphic sources obsolete in the near future (e.g., surveys, censuses). Rather, the Data
Revolution has the potential to complement and augment these existing data sources.
Traditional population data, for example, are crucial for identifying systematic bias
in online sources and calibrating estimates made from these data [37]. Social media
data can be used to estimate important demographic measures in contexts where tra-
ditional survey data are not available. The Data Revolution has already changed the
way we do demography, as evidenced by the digitization of historical censuses and
populations registers, and the creation of large-scale and open-access repositories
of demographic data. The pace of this changes is likely to increase in the future as
more researchers engage in ground-breaking research using digital data sources.

5 www.opalproject.org/, accessed 28.02.2019.

6 This work has resulted in efforts to ‘nowcast’ the digital gender gap in internet and mobile access
using real-time big data: https://www.digitalgendergaps.org/, accessed 28.02.2019.
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Stationarity of a general class of observation
driven models for discrete valued processes

Stazionarieta di una classe generale di modelli
observation-driven per processi a valori discreti

Mirko Armillotta, Alessandra Luati and Monia Lupparelli

Abstract A large variety of time series observation-driven models for binary and
count data are currently used in different contexts. Despite the importance of station-
arity and ergodicity to ensure suitable results, for many of these models stationarity
is not yet proved. We specify a general class of observation-driven models for dis-
crete valued processes, which encompasses the most frequently used models. Then,
we show strict stationarity by means of Feller properties and establish easy-to-check
stationarity conditions.

Abstract Modelli observation-driven per serie storiche di dati binari e di con-
teggio sono correntemente utilizzati in diversi contesti. In alcuni casi, tuttavia, le
proprieta di stazionarieta ed ergodicita non sono state dimostrate. In questo paper,
viene specificata una classe generale di modelli observation driven per dati discreti,
che comprende i modelli maggiormente utilizzati in letteratura. Tramite le proprieta
di Feller, si derivano condizioni di stazionarieta semplici da verificare.

Key words: Generalized linear ARMA, Time series of counts, Binary variables,
Drift conditions

1 Introduction

Observation-driven models were originally introduced by Cox [2] and they have
nowadays received new interest. There is an heterogeneous literature about such
models for binary data [12, 17, 11] and for count data [3, 7, 9]; other general models
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were introduced in [1] and [19]. More recently, various attempts have been done to
study the probabilistic properties of these models. Stationarity and ergodicity were
proved for a very general model in [5] and in [4], but these results do not directly
apply to the models mentioned above; the results of [5] and [4] provide a basis
for proofs which one needs to develop from time to time, depending on different
models and specific distributions. In practical applications, directly applicable sta-
tionarity condition are needed to guarantee the reliability and validity of the results
obtained. Strict stationarity results have been directly derived by [13] solely for the
Generalized Autoregressive Moving Average (GARMA) model of [1].

Our contribution extends the argument of [13] and provides stationarity and
ergodicity conditions directly verifiable and applicable for a class of observation-
driven models that encompasses the models mentioned so far and for data coming
from a large family of distributions.

In Section 2 we formulate the general framework, with some examples. In Sec-
tion 3 we establish stationarity and ergodicity for the model. In Section 4 we apply
the results to some specific models. In Section 5, concluding remarks and future
developments are highlighted.

2 The framework

Let us consider the stochastic process {V, }, . and the filtration .7, _| = (¥;, s <
n—1, Xy = x), the information set up to time n — 1 and the starting value for X,,. An
observation-driven model for Y, has the form

Yn|Y0:n—l Nf(,u.,,) (D
Hn = qe,n(YO:n—l) (2)

where gg , is some function parametrized by 6 and f(-;u,) is a density (or mass)
function whose dynamic is captured by ,; usually, but not necessarily, this distri-
bution is assumed to belong to the exponential family with 1, as conditional expec-
tation. We focus on models where the observation process {Y, } . is integer-valued
and find conditions under which there exists a stationary and ergodic version of it
via Markov chain theory. However, since {Y,},c is not itself a Markov chain, a
classical approach is to prove the existence of a stationary ergodic process {Y,},cx
as a function of an ergodic Markov chain X = {X,},.y, on a state space S with o-
algebra .# and n-step transition kernel P(x,A) = P*(X, € A|Xy = x) for A € % and
starting from Xy = x.

In the present case, the chain is specified as X, = g(1,) where g is a bijective
increasing function, the link function; an explicit formulation for (2) is defined as
follows

o [(Yj) — 8 )

k )4
g(Un) = o+ Z ng(.un—j) + Z ¢jh(Yn—j) + Z 0; 3)
Jj=1 j=1

Vo
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where Vv, is some scaling sequence. The function A(Y;) is called y-link function
because it is applied only to the observations Y, whereas g(,) is said mean-link
function because it is applied only to the expected value u,,. Both link functions are
monotone and could be different from the link g(-). In general, it is useful to choose
the mean-link function as follows:

g(.un) = E[h(Yn) |ﬁn71 ] ) 4

so that &, = h(Y¥,) — g(U,) is a martingale difference sequence (MDS) and can be
interpreted as a prediction error.
For sake of clarity we focus the attention on the first order model

§(t) = @t 7g(hnr) + o h(r; ) + 0 | i) Z&W)]

n—1

where Y,* is some mapping of ¥, to the domain of A(-).

The general class of models (5) has a large flexibility in that it encompasses many
time series models of interest. The GARMA model [1, 13] is easily obtained when
Y =0, by setting g = g = h and v,, = 1, such as, by equivalence of the three link
functions and no scaling applied, one has

g(n) =o+0g(Y, ) +6 [g(¥, ) —g(tt1)] (©6)

Note that, in this case, &, = g(¥," ;) —g(ta—1) is a MDS only in the special case in
which g = h, the identity function.

The Binomial ARMA (BARMA) model, developed in [12, 17] is obtained by (5)
when y = 0, & is the identity (g(1,) reduces to t;) and ¥,* = ¥,,. Then,

g(“n):a+¢Yn—1+6[Yn—1_“n—1] . (7)

Another promising branch of the literature has been developed by [16] and [3],
under the name of Generalized Linear ARMA (GLARMA) models. This class is
recovered here by setting ¢ = 0 and / the identity,

Yn—l _un—1:|
Vn—1

g(tn) =06+Yg(un1)+9[ (®)

where g(u,) reduces to U, and ¥," =7,
Other models are contained in this general class, such as those in [§, 9, 11, 19].
3 Strict stationarity for the general model

In this section we present results for stationarity conditions of the chain {X,}
and the process {Y, },.x coming from (5).

neN
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The usual practical condition for establishing stationarity and ergodicity in a
Markov chain is by showing that it is positive Harris recurrent, via a drift condition
in “small set”. Positive Harris recurrent chains possess a unique stationary proba-
bility distribution 7. However, this does not work if the chain is not ¢-irreducible,
as for the case of {Yn}neN integer-valued (for the details, see [14]). Nevertheless,
as suggested by [13], one can still use the drift condition combined with the weak
Feller property to show existence of a stationary distribution. Then, by applying
the asymptotic strong Feller condition, one can derive uniqueness of the stationary
distribution (for the definitions, see [18, 10, 13]).

Let E,(-) denote the expectation under the probability P,(-) induced on the path
space of the chain when the initial state is Xy = x.

We handle three separate cases:

1. f(-;p) is defined for any u € R. In this case the domain of g and 4 is R and
Y =Y, is taken;

2. f(-;u) is defined for only u € R*(or 4 on any one-sided open interval by anal-
ogy). In this case the domain of g and h is R™ and ¥, = max {Y,,,c} for some
¢ > 01is taken;

3. f(-;p) is defined for only p € (0,a) where a > 0 (or any bounded interval by
analogy). In this case the domain of g and 4 is (0,a) and for some ¢ € [0,a/2)
Y = min{max (¥,,c),(a —c)} is taken.

Let Yy(x) denote the random variable ¥ conditional on o = x.

Definition 1. The Lipschitz condition

18(z) —§(w)| < L|z—w| )
with L < 1, is satisfied in the following different scenarios:

l.g=h#g
2. g+ g and h: identity

3. E[h(Y")|Fia] = g(1e) # g (1)

under the assumption that the link functions g~!, 4, § are Lipschitz with constant
smaller or equal than 1.

Theorem 1. The process {lin},cn specified by the model (5) has a stationary dis-
tribution, and thus is stationary for an appropriate initial distribution for [ (then,
{Y,},.en is stationary), under the conditions below.

1 Yo(x) = Yo(X') as x — x'.
2. E(Ya| tn) = pn-
3. There exist § > 0, r € [0, 1+ 8) and nonnegative constants d ,dy such that

B(Ya— a0 | ) < i |t + b
4. g and h are bijective and increasing, and

o Ifg(u)=g(ts)
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a. h: R+ R concave on RY and convex on R™, g : R — R concave on R™
and convex on R™, and |¢| + |7] < 1

b. h:R" — R concave on R, g : RT = R concave on R™, and
(7+16)v]0-+7 <1

c. |0 +7| < 1; no additional conditions on h: (0,a) — R and g : (0,a) — R.

o Ifg(1) # g(W) and g satisfies the Lipschitz condition (9),

a. h: R+ R concave on R™ and convex on R™, g : R — R concave on R™
and convex on R™, and |¢| +|y| < 1

b. h:R" — R concave on R, g : RT = R concave on R™, and
71+ (16| v[8]) < 1

c. |8]+17| < 1; no additional conditions on h: (0,a) — Rand g: (0,a) — R.

Let X;, = g(u,). For Xop = x and g(u) = x we have that
Xi(x) = o+ 9h(¥g (7' (1)) + AV (g7 (x))) = §(0)] +¥x

(
where g(x) = (Fog~)(x) = glg ! (x)) = &(1).

Since g~! is continuous, ¥y(g~ ' (x)) = Yo(g~!(x)) as x — x’. Since the * that
maps ¥ to the domain of / is continuous, it follows that ¥ (g~ ! (x)) = ¥; (g1 (')
as x — . Since / is continuous, we have that (Y (g (x))) = h(¥] (g~ (x'))).
Since g(x) is continuous, we have that g(x) = g(x'). So X;(x) = X; () as x —
x', showing the weak Feller property. So by combining this fact and Theorem 1,
Theorem in [18] is satisfied and, then, a stationary distribution for { ,u,,}neN and
{Y,} e exists.

Assume that the distribution 7, (-) of g(¥¥) conditional on g(1;) = z has the Lip-
schitz property

w BTy w0
wzeER:w#z |W - Z|

where ||-||; is the total variation norm (see [14], pag. 315).

Theorem 2. Suppose that the conditions of Theorem 1 and the Lipschitz condition
(10) hold, and that there is some x € R that is in the support of Yy for all values of

Ho. Then, there is a unique stationary distribution for { U, }, -

Proof. A sketch of the proofs of Theorems 1 and 2 is postponed to the Appendix.

4 Strict stationarity of specific models

In this section, the results obtained in Theorems 1 and 2 are applied to specific
models of potential interest.

We first remark that for the GARMA model (6), Theorems 1 and 2 reduce exactly
to the results of [13].

For the BARMA model, Theorem 1 and 2 reduce to the following proposition.
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Proposition 1. Suppose that conditional on W,, Y, is Binomial(n,u,), with fixed
number of trials n, the link function g : (0,a) — R is bijective and increasing, g~
is Lipschitz and |0| < 1. Then, the process {li},cn defined in (7) has a unique
stationary distribution . Hence, when L is initialized according to T, the process
{Y,} e is strictly stationary.

In [13] (pag. 820-821) is proved that, for Poisson and Binomial distributions, the
Lipschitz conditions (10) holds when g~! is Lipschitz. We proved that the same
holds for the Negative Binomial distribution. Note that the conditions on g and g~!
are clearly satisfied for the usual link, like logit or probit.

For GLARMA models, no stationarity results are available, apart form the sim-
plest case when k = 0, g = 1 (see [3], [7], [4]). Our Theorems 1 and 2 imply the
following proposition.

Proposition 2. The process {l,},cy specified by the model (8), has a unique sta-
tionary distribution 7, and thus is stationary when Ly is initialized according to T,
under the conditions below. This implies that {Yy}, . is strictly stationary when Ly
is initialized according to . The conditions are:

1 E(Y,| fn) = Hp.
2. (24 6 moment condition): There exist & > 0, r € [0,1+ 8) and nonnegative
constants dy ,d» such that

BV — 102 | 1) <l |l + .

3. g is bijective and increasing, and

a. g : R — R concave on RY and convex on R™, and |y| < 1
b. g:R" +— R concave on R", and |y| +10] < 1
c. |y|+10| < 1; no additional conditions on g : (0,a) — R.

4. g~V is Lipschitz with constant not greater than 1.
5. If {Y;},c is discrete-valued, then (10) need to hold.

Note that, in the GLARMA model, the conditional distribution of {;}, . belongs
to the exponential family, thus the first two moment conditions are satisfied. As
mentioned above, for usual choices of discrete distributions (Poisson, Binomial, or
Negative Binomial) the Lipschitz conditions (10) holds when g~ is Lipschitz.
Finally, the conditions on g and g~ clearly hold for the usual link functions.
In practical applications, one just needs to verify the condition on the coefficients
to establish the stationarity of the model.

5 Concluding remarks and further developments

This paper provides a framework for proving the existence of stationarity end er-
godic solutions for a wide class of observation-driven time series models. For many
models in the class, no such results were available in the literature.
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The Lipschitz assumption (10) is not satisfied when the y-link function # is the
logarithmic function. In [5], different assumptions are considered to weaken the
Lipschitz condition. We shall investigate them in the future.

All the models encompassed are often used with covariates. Extending our results
to accomplish for covariates would be a further aspect to investigate.

Finally, our stationarity results could be used for proving consistency and asymp-
totic normality of estimators in discrete-valued models. The results of [5] and [6]
could be used in future work with the aim to develop the asymptotic theory for the
class of models considered in this paper.

Appendix

The proof for Theorem 1 and 2 follows the line of Theorems 5 and 15 in [13]. We
provide a sketch the proof here in the following.

Having showed that the set A = [-M;M], M > 0, is a small set, it is possible to
prove a drift condition by taking the energy function V (x) = |x| for the model (5):

EV(X1) = Eefa+yx+ ¢h(Yy) + 0[h(Yy) —g(w)]| (11)

and find that it is bounded under certain conditions on the coefficients, in the same
fashion of Theorem 5 of [13]. For sake of brevity, we omit the details.

The last step required for completing the proof it to show that the Markov chain
{X;},cn is asymptotically strong Feller. This is accomplished by a modification of
the proof for Theorem 15 of [13]: set ¢ = g, then, the random variables g(¥; (z))
and g(Y; (w)) have marginal distributions 7, and m,,, and P(g(¥; (w)) = g(¥; (z))) =
1= [1,() 2 ()lpy > 1~ Blz—w].

(Y5 (1) = (15 () then 210) =2 2) = |~ 0(5() 8(2)+7(z )| =
18+ llz — w| and 50 |17,y () — Az ()|, < BIZ1(2) — Z2 (w)] < B + ¥ilz —
w|. Then we can construct g(Y*( ) and g(Y{"(w)) so that they have the correct
marginal distributions and that P(g(Y;"(w)) = g(¥"(2))|g(Yy (w)) = g(¥5(2))) =
Pg(¥; (w) = g(¥; () Ih(Yg () = M3 D) > 1 — e () = T Oy >
1 — B|0 + ||z — w| where the first equality works because g and & are one-to-one
functions
s(¥ (w)) = (%5 (2)) = Y5 (w) = Y5 () = h(¥g(w)) = h(¥ (2)).

If h(Y{"(z)) = h(Y; (w)) then we can continue to “couple” the chains as above.
Notice that the probability that the chains couple for all times 0, 1, .. .is at least

e |z—w|B
1—Blz—w| Y (|§+7]) =1— M2
=l E (o) =11

where the inequality applies by imposing |0 4 y| < 1. Thus, we combine this coef-

ficient condition with those obtained from the drift condition (11) into Theorem 1.
The remaining follows as in [13].
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If g # g is it possible to adapt the previous proof in the following way

12 (w) =Z1(2)| = [ - 0(8(w) —&(2)) + Y(z—w)| < 16]8(w) — &(2)| +[vll=—w| and,
under the Lipschitz condition (9) we obtain |Z;(w) — Z(z)| < |0]||§(w) — &(z)| +
[Yllz—w| < (|6] + |7])|z — w|. Hence, the proof for the former case § = g works
also for other shapes of g, by substituting the condition |0 + y| with |8] + |y| and
by combining it in Theorem 1. Clearly, the condition (9) depends on the shape of
g. However, it is easy to show that it works for all the specific shapes of the link
functions considered in Definition 1. We omit the details.
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An extension of the censored gaussian lasso
estimator

Un’estensione dello stimatore clgasso

Luigi Augugliaro and Gianluca Sottile and Veronica Vinciotti

Abstract The conditional glasso is one of the most used estimators for inferring
genetic networks. Despite its diffusion, there are several fields in applied research
where the limits of detection of modern measurement technologies make the use of
this estimator theoretically unfounded, even when the assumption of a multivariate
Gaussian distribution is satisfied. In this paper we propose an extension to censored
data.

Abstract 1l conditional graphical lasso é uno degli stimatori pin utilizzati per fare
inferenza sulle reti genetiche. Nonostante la sua elevata diffusione, esistono parec-
chi campi applicativi dove i limiti degli strumenti di misurazione ne rendono teorica-
mente ingiustificato l'utilizzo, anche quando I’assunzione relativa alla distribuzione
normale multivariata é soddisfatta.

Key words: Censored data, Censored glasso estimator, Gaussian graphical model,
glasso estimator.

1 Introduction

An important aim in genomics is to understand interactions among genes, character-
ized by the regulation and synthesis of proteins under internal and external signals.
These relationships can be represented by a genetic network, i.e., a graph where
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nodes represent genes and edges describe the interactions among them. Gaussian
graphical models [3] have been widely used for reconstructing a genetic network
from expression data. The reason of such diffusion relies on the statistical proper-
ties of the multivariate Gaussian distribution which allow the topological structure
of a network to be related with the non-zero elements of the concentration matrix,
i.e., the inverse of the covariance matrix. Thus, the problem of network inference
can be recast as the problem of estimating a concentration matrix. The conditional
glasso estimator [8] is a popular method for estimating a sparse concentration ma-
trix, based on the idea of adding an ¢|-penalty function to the likelihood function of
the multivariate Gaussian distribution.

Despite the widespread literature on the conditional glasso estimator, there is a
great number of fields in applied research where modern measurement technologies
make the use of this graphical model theoretically unfounded, even when the as-
sumption of a multivariate Gaussian distribution is satisfied. A first example of this
is Reverse Transcription quantitative Polymerase Chain Reaction (RT-qPCR), a pop-
ular technology for gene expression profiling. This technique relies on fluorescence-
based detection of amplicon DNA and allows the kinetics of PCR amplification to
be monitored in real time, making it possible to quantify nucleic acids with ex-
traordinary ease and precision. The analysis of the raw RT-qPCR profiles is based
on the cycle-threshold, defined as the fractional cycle number in the log-linear re-
gion of PCR amplification in which the reaction reaches fixed amounts of amplicon
DNA. If a target is not expressed or the amplification step fails, the threshold is
not reached after the maximum number of cycles (limit of detection) and the cor-
responding cycle-threshold is undetermined. For this reason, the resulting data is
naturally right-censored data. In this paper we propose an extension of the condi-
tional glasso estimator that takes into account the censoring mechanism of the data
explicitly.

2 The conditional censored Gaussian graphical model

LetY = (Y1,...,Y,)" be a p-dimensional random vector. Graphical models allow
to represent the set of conditional independencies among these random variables by
a graph & = {¥,&}, where ¥ is the set of nodes associated to ¥ and & C ¥ x ¥
is the set of ordered pairs, called edges, representing the conditional dependencies
among the p random variables [3]. The conditional Gaussian graphical model is
an extension of the classical Gaussian graphical model based on the assumption
that the conditional distribution of ¥ given a g-dimensional vector of predictors,
say X = (Xi,... ,Xq)T, follows a multivariate Gaussian distribution with expected

value:
p(B)=B"x,

where B = (Bj) is a matrix g x p coefficient matrix, and covariance matrix denoted
by £ = (o). Denoting with ® = (6y;) the concentration matrix, i.e., the inverse
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of the covariance matrix, the conditional density function of ¥ can be written as
follows:

9(y|x:B.0) = (2m) 7|0 exp[-1/2{y — u(B)} 'O{y—p(B)}]. (D)

As shown in [3], the off-diagonal elements of the concentration matrix are the para-
metric tools relating the pairwise Markov property to the factorization of the density
(1). Formally, two random variables, say Yj, and Yy, are conditionally independent
given all the remaining variables if and only if 6y is equal to zero. This result pro-
vides a simple way to relate the topological structure of the graph ¢ to the pairwise
Markov property, i.e., the undirected edge (h,k) is an element of the edge set & if
and only if 6y # 0,

As done in [1], we assume that Y is a (partially) latent random vector with den-
sity function (1). In order to include the censoring mechanism inside our frame-
work, let us denote by I = (1,...,1,)" and u = (uy,...,up)", with I, < uy for
h=1,...,p, the vectors of known left and right censoring values. Thus, Y}, is ob-
served only if it is inside the interval [l;,u;] otherwise it is censored from below
if ¥, < I or censored from above if ¥; > u;. Under this setting, a rigorous defi-
nition of the joint distribution of the observed data can be obtained using the ap-
proach for missing data with nonignorable mechanism [4]. This requires the speci-
fication of the distribution of a p-dimensional random vector, denoted by R(Y;1,u),
used to encode the censoring patterns. Formally, the Ath element of R(Y;l,u) is
defined as R(Yy; 1y, up) = 1(Yy, > up) — (Y, < I,), where I(-) denotes the indicator
function. By construction R(Y;l,u) is a discrete random vector with support the
set {—1,0,1}” and probability function Pr{R(Y;l,u) = r} = [;, ¢(y | x;B,0)dy,
where D, = {y € R? : R(y;l,u) =r}.

Given a censoring pattern, we can simplify our notation by partitioning the set
S ={l,...,p}intoo=4{he I :r=0}c¢c ={he S :r=—1}and c" =
{h € .7 :r, =+1} and, in the following of this paper, we shall use the convention
that a vector indexed by a set of indices denotes the corresponding subvector. For
example, the subvector of observed elements in y is denoted by y, = (yi)neco and,
consequently, the observed data is the vector (y;r,xT,rT)T. As done in [1], the
probability distribution of the observed data, denoted by ¢({y,,r} | x; B,®), can be
defined as follows:

0({yo.r} [%:8.0) = [ 0({3,.3.} | x:B.O)PER(YV:Lw) = | ¥ =3}dy.. @)

where ¢ = ¢~ Uc™.

Density (2) can be simplified by observing that Pr{R(Y;l,u) =r | Y =y} is
equal to one if the censoring pattern encoded in r is equal to the pattern observed in
¥, otherwise it is equal to zero, i.e.,

Pe{R(Y;Lu)=r|Y =y} =1(y. <1 )I(l, <y, <u,)[(us+ <y.),
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where the inequalities in the previous expressions are intended elementwise. From
this, @({y,,r} | x; B,©) can be rewritten as

0U{yor} |x:B.0) = [ 0033} [%:B.O)dyl s <y, <), ()

where D, = (—eo,l.-) X (u,+,+o0). Using density (3), the conditional censored
Gaussian graphical model is defined as the set {¥Y ,R(Y;L,u), o ({y,,r} | x; B,0),¥},
where @({y,,r} | x; B,©®) factorizes according to the undirected graph ¢.

3 The conditional censored glasso estimator

Suppose we have a sample of size n independent observations drawn from a condi-
tional censored Gaussian graphical model. For ease of exposition, we shall assume
that I and u are fixed across the n observations, but the extension to the cases where
the censoring vectors are specific to each observation is straightforward and does
not require a specific treatment. To simplify our notation the set of indices of the
variables observed in the ith observation is denoted by o; = {h € ¥ : ry, = 0},
while ¢; ={h€ .7 :ryy=—1} and ¢ = {h € ¥ : ry, = +1} denote the sets of
indices associated to the left and right-censored data, respectively. Denoting by r;
the realization of the random vector R(Y;;1,u), the ith observed data is the vector
T T

(y,-zi,xi )T ). Using the density function (3), the observed log-likelihood function

can be written as

e(ﬁ7@) = Zlog/D (P({yio,-’yici} |xi;ﬁv@)dyici = Zlog(p({yioivri} |xi;B’®)7
i=1 c; i=1
“)

where D, = (—o0,1_-) X (u,+,+e0) and ¢; = ¢; Uc;". Although inference about the
parameters of this model can be carried out via the maximum likelihood method,
the application of this inferential procedure to real datasets is limited for three main
reasons. Firstly, the number of measured variables is often larger than the sample
size and this implies the non-existence of the maximum likelihood estimator even
when the dataset is fully observed. Secondly, even when the sample size is large
enough, the maximum likelihood estimator will exhibit a very high variance [5, 7].
Thirdly, empirical evidence suggests that gene networks or more general biochemi-
cal networks are not fully connected [2]. In terms of conditional Gaussian graphical
models this evidence translates in the assumption that B and ® have a sparse struc-
ture, i.e., only few regression coefficients and few 6y are different from zero.

All that considered, we propose to estimate the parameters of the conditional cen-
sored Gaussian graphical model by generalizing the approach proposed in [8], i.e.,
by maximizing a new objective function defined by adding two lasso-type penalty
functions to the observed log-likelihood (4). The resulting estimator, called condi-
tional censored glasso estimator, is formally defined as
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B

AL~ 1 &
{B 7@p}:arg max 7210g¢({yioi7ri} |xi;ﬁ,@)*12|ﬁhk‘*[)z |9hk|7 )
B.o-on ;5 Ik hZk

where A and p are two non-negative tuning parameters. The lasso penalty on 8

introduces sparsity in [Ail, in other words by varying A we can select the rele-
vant predictors for Y. Like in the standard glasso estimator, the tuning parameter p
controls the amount of sparsity in the estimated concentration matrix or = ( é,fk)
and, consequently, in the corresponding estimated graph Gp = {”I/,c;@\ P}, where
&P = {(h,k) : 85, # 0}. When p is large enough, some 6/ are shrunken to zero
resulting in the removal of the corresponding link in ¢; on the other hand, when
p is equal to zero and the sample size is large enough the estimator ®° coincides
with the maximum likelihood estimator of the concentration matrix, which implies
a fully connected estimated concentration graph.

4 Simulation study

In this section, we compare our proposed estimator with MissGlasso [6], which
performs ¢;-penalized estimation under the assumption that the censored data are
missing at random, and with the conditional glasso estimator [8], where the empiri-
cal covariance matrix is calculated by imputing the missing values with the censor-
ing values. These estimators are evaluated in terms of both recovering the structure
of the true graph and the mean squared error. We use the method implemented in
the R package huge [9], to simulate a sparse concentration matrix with a random
structure for Y. In particular, we set the probability of observing a link between two
nodes to k/p, where p is the number of responses and & is used to control the amount
of sparsity in @. Moreover, we set the right censoring value to 40 for any variable
and the sample size n to 100. The predictors matrix X is sampled from a multivariate
gaussian distribution with zero expected value and sparse covariance matrix simu-
lated as done for Y. Each column the true matrix of predictors B contains only two
non-zero regression coefficients, the values are sampled from a uniform distribution
on the interval [0.3,0.7]. The values of the intercepts are chosen in such a way that H
response variables are right censored with probability equal to 0.40. The quantities
k, p, g and H are used to specify the different scenarios used to analyze the behavior
of the considered estimators. In particular, we consider the following cases:

e Scenario 1: k =3, p =50, ¢ =10 and H = 25. This setting is used to evaluate
the effects of the number of censored variables on the behavior of the proposed
estimators when n > p.

e Scenario 2: k =3, p =150, ¢ = 10 and H = 75. This setting is used to evaluate
the impact of the high dimensionality on the estimators (p > n).

For each scenario, we simulate 50 samples and in each simulation, we compute
the coefficients path using cglasso, MissGlasso, and glasso. Each path is computed

43



L. Augugliaro, G. Sottile and V. Vinciotti

using an equally spaced sequence of p and A-values. However, the two scenarios
differ also on the length of the two sequences, that is 20 for the Scenario 1 and
10 for the Scenario 2. Moreover, the precision-recall curves and the area under the
curves (AUCs) are computed for each Scenarios.

The curves report the relationship between precision and recall for any p and
A-value, which are defined as:

TP

Recall = ——
= TP RN

Precisi TP
recision = TP+ 7P’
where TP, FP, and FN are quantities defined as the number correctly selected non-
null items, the number of wrong selected non-null items and the number of wrong
selected null item, respectively. Table 1 shows how cglasso gives a better esti-
mate of the concentration and coefficient matrices in terms of AUCs, for any given
value of the tuning parameters. We report only five evenly spaced values of A
and p. Figures 1 and 2 show the averages of the quantities min, MSE(@)p) and

miny MSE( B 1 )» which gives the minimum value of the mean squared error attained
along the path of solutions. These plots emphasize that cglasso has also a mean
squared error much smaller than the considered competitors.

Table 1 Mean area under the curves across the sequence of p and A-values under the specification
of the two Scenarios. The first column block refers to the concentration matrix (@) when A is fixed
and the second refers to the coefficient matrix () when p is fixed.

)«/Amax p/pmax
0.00 0.25 050 0.75 1.00 0.00 0.25 0.50 0.75 1.00

Model 1 cglasso 0.546 0.429 0.139 0.103 0.101 0.844 0.877 0.883 0.882 0.885
MissGlasso 0.239 0.199 0.086 0.073 0.073 0.745 0.764 0.766 0.767 0.768
glasso 0.414 0.218 0.097 0.092 0.091 0.813 0.847 0.864 0.866 0.866

Model 2 cglasso 0.418 0.094 0.037 0.035 0.035 0.794 0.930 0.931 0.929 0.933
MissGlasso 0.329 0.098 0.033 0.031 0.030 0.753 0.830 0.831 0.830 0.831
glasso 0.321 0.040 0.033 0.032 0.031 0.751 0.902 0.906 0.907 0.907

5 Conclusions

In this paper, we have proposed an extension of the conditional glasso estimator to
multivariate censored data. A simulation study showed that the proposed estima-
tor overcomes the existing estimators both in terms of parameter estimation and of
network recovery.
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Fig. 1 Average of the minimum mean squared error attained along the path of solutions under
the specification of Scenario 1. Left panel refers to the precision matrix for each fixed value of the
tuning parameter A; right panel refers to the coefficient matrix for each fixed value of the tuning
parameter p. The square refers to the cglasso estimator, the circle to the glasso estimator and the
triangle to MissGlasso estimator.
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Fig. 2 Average of the minimum mean squared error attained, along the path of solutions under
the specification of Model 2.

References

1. Augugliaro L., Abbruzzo A., Vinciotti V.: ¢;-Penalized censored Gaussian graphical model.
Biostatitistics. https://doi.org/10.1093/biostatistics/kxy043

2. Gardner T. S., di Bernardo D., Lorenz D., Collins J. J.: Inferring genetic networks and identi-
fying compound mode of action via expression profiling. Science. 301, 102-105 (2003)

3. Lauritzen S. L.: Graphical Models. Oxford University Press, Oxford (1996)

4. Little R. J. A., Rubin D. B.: Statistical Analysis with Missing Data. John Wiley & Sons, Inc.,
Hoboken (2002)

5. Schifer J., Strimmer, K.: A shrinkage approach to large-scale covariance matrix estimation
and implications for functional genomics. Statistical Applications in Genetics and Molecular
Biology. 4(1). (2005)

6. Stédler, N., Bithlmann, P.: Missing values: sparse inverse covariance estimation and an exten-
sion to sparse regression. Stat. Comput. 22(1), 219-235 (2012)

45



7.

8.

9.

L. Augugliaro, G. Sottile and V. Vinciotti

Uhler C.: Geometry of maximum likelihood estimation in Gaussian graphical models. Ann.
Statist. 40(12), 238-261 (2012)

Yin J., Li H.: A sparse conditional Gaussian graphical model for analysis of genetical ge-
nomics data. Ann. Appl. Statist. 5(4), 2630-2650 (2011)

Zhao T., Li X, Liu H., Roeder K., Lafferty J., Wasserman L.: huge: High-
Dimensional Undirected Graph Estimation. R package version 1.2.7 (2015). https://CRAN.R-
project.org/package=huge

46



A formal approach to data swapping and
disclosure limitation techniques

Un approccio formale per tecniche di trasformazione dei
dati in problemi di privacy

F. Ayed, M. Battiston and F. Camerlenghi

Abstract Data swapping is among the most popular disclosure limitation techniques
for categorical data. Given a stochastic matrix M and a specified categorical vari-
able, an individual belonging to category i is swapped to category j with probability
M; ;. In this work, we propose a formal way to choose the matrix M in order to bal-
ance between two desiderata: 1) preserving as much statistical information from the
raw data as possible; 2) guaranteeing the privacy of individuals in the dataset. We
propose to choose M as the solution of a constrained maximization problems, where
we maximize the Mutual Information between raw and transformed data, given the
constraint that the transformation satisfies the notion of Differential Privacy.
Abstract Data swapping é tra gli approcci piit popolari per la tutela della privacy
in problemi con variabili categoriche. Data una matrice stocastica M e una spec-
ificata variabile categorica, il valore per un individuo appartente alla categoria i
viene cambiato in j con proabilita M; ;. In questo lavoro proponiamo un metodo
formale per scegliere M in modo che siano soddisfatti due requisiti: 1) preservare
linformazione statistica dei dati iniziali; 2) garantire la privacy degli individui nel
dataset. Proponiamo di scegliere M come soluzione di un problema di massimmiz-
zazione vincolata, dove massimizziamo la Mutual Information tra il dataset iniziale
e trasformato, sotto il vincolo che la trasformazione soddisfi la nozione di Differen-
tial Privacy.

Key words: Data swapping, Disclosure risk, Mutual Information, Differential Pri-
vacy, Multinomial Models.
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1 Introduction

When statistical and governmental agencies release microdata to the public, they
often encounter ethical and moral issues concerning the possible privacy leak for
individuals present in the dataset. Specifically, even after removing directly identi-
fying variables, like names or national insurance numbers, an intruder might still be
able to identify individuals by cross-classifying categorical variables in the dataset
and matching them with some external database. This kind of privacy problems
have been widely considered in the statistical literature and different measures of
disclosure risk have been proposed to assess the riskness of specific dataset . See
[9, 10, 11, 2] for some references on disclosure risk estimations and [7] for a quite
recent review.

Data swapping techniques are among the most used techniques for disclosure
risk limitation. With these techniques, before releasing the dataset, the data curator
swaps the values of some categorical identifying variables, like gender, job or age.
In [9], the authors consider random swapping of a geographical variable and pro-
pose some measures of risk to assess whether random swapping has been effective
in “privatizing” the dataset. The choice of the geographical variable is motivated
by the fact that, by swapping it, it is usually less likely to generate unreasonable
combinations of categorical variables, like for instance a pregnant man or a 10 year
old lawyer. In order to implement data swapping, they introduce a stochastic matrix
M, where the (i, j) entry of this matrix gives the probability that an individual from
location i has his geographical variable swapped to location j. Given this known
matrix M, Shlomo and Skinner (2010) [9] suggest some measures of risk and re-
lated estimation methods. However, it is unclear how the data curator should choose
the matrix M in order to guarantee an effective level of privacy.

In this work we propose a formal way of choosing the swapping matrix M.
Specifically, when choosing M, we need to balance two conflicting goals: 1) on the
one hand, we want that the application of M to make the dataset somehow private;
2) on the other hand, we also want that the released dataset preserves as much sta-
tistical information as possible from the raw data. In order to balance this trade-off,
we propose to choose M as the solution of a constrained maximization problem. We
maximize the Mutual Information between the released and the raw dataset, hence
guaranteeing preservation of statistical information and achieving goal 2). Mutual
Information is a common measure of dependence between random variables used
in probability and information theory, see Subsection 2.1. In order to guarantee also
goal 1), we introduce a constrain in the maximization problem by imposing that
the application M satisfies differential privacy. This notion provides a mathematical
definition of privacy which has become quite popular in computer science over the
last 10 years, see Subsection 2.2.

In Section 2, we describe the setting of the problem and briefly recall the def-
initions of mutual information and differential privacy. In Section 3, we introduce
the proposed constrained maximization problem to choose M. First, in Subsection
3.1 we consider the case of swapping a binary variable, like gender or married/not
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married variable. Then in Subsection 3.2, we start formalizing the general case of a
categorical variable with n; possible outcomes.

2 Disclosure risk, Mutual Information and Differential Privacy

In disclosure risk problems, we usually have microdata of n individuals, where for
each individual we can observe two distinct kinds of variables: 1) some private vari-
ables, usually called sensitive variables, like his health status or salary; 2) some
identifying categorical variables, usually called key variables, like gender, age, job.
Disclosure problems arise because, by relying on external information, an intruder
can identify individuals in a dataset by cross-classifying their key variables and
therefore discover their sensitive information.

We assume to have J categorical key variables observed for a sample of n
individuals. Each variable has n; possible categories labelled from 1 up to n;.
The observation of individual i, X; = (X;i,...,Xis), takes values in the state space
C = Hle {1...,n;}. This sethas K := |%’| =] n; values corresponding to all pos-
sible cross-classification of the J key variables. The information about the sample
is usually given through the sample frequency vector (fi,..., fx), where f; counts
how many individuals have been observed with that particular combination of cross-
classified key variables.

When modelling (fi ..., fx), the two most common choices are the Poisson and
Multinomial models (see [1]). In Poisson models, the sample frequencies are as-
sumed to be independent Poisson random variables

S ~Po(A).

In particular, in Poisson log-linear models, the parameters A; are assumed to depend
on the particular values of the key variables through the formula 4; = exp(x;f3), for
each x; € ¢, where  is a common unknown vector of J parameters to be esti-
mated. In Multinomial models, we assume that the sample size is known and fixed.
After conditioning to their sum, the Poisson frequency vector becomes Multino-
mial. Specifically, let f; ~ Po(A;) and n =YX | f; ~ Po(¥x &), then (fi,. .., fx)|n~

Mult(n, p1 ..., pk), where p; = Z%

2.1 Mutual Information

The mutual information between two discrete random variables X and Z is defined
as

I(X.2)=), ) Pxzlxz)log (p(xz)(x,z)) W

EX XX Px (X)pZ(Z)
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where 2, Z and py, pz are respectively the state spaces and the marginal distribu-
tions of X and Z and Py z) is their joint distribution on 2" x Z°. From the definition
of I(X,Z) it follows that

I(X,Z) = Dk(p(x z)|lpx pz) 2

where Dk, denotes the Kullback-Leibler divergence. Therefore, I(X,Z) measures
the divergence between the joint distribution of X and Z and the product of their
marginals. From (2), it follows that /(X,Z) > 0, and I(X,Z) = 0 if and only if X and
Z are independent. For a review on the mutual information and its properties, see
for example [5, 6] and references therein.

2.2 Differential Privacy

Differential Privacy is a notion recently proposed in computer science [3, 4] to for-
malize the idea of private mechanism. See also [8] for a statistical viewpoint of
differentail privacy.

Informally, let X = (X,...,X,) be a dataset containing sensitive information.
A mechanism is simply a conditional distribution Q that, given the raw dataset X,
returns a transformed dataset Z = (Z,...,Z;,) to be released to the public. If the
mechanism is chosen carefully, it should be difficult for an intruder to recover the
sensitive information inside X by only looking at Z.

Formally, we say that the conditional distribution Q of Z given X satisfies -
Differential Privacy if

7. S| Xi.
sup —Q( Ly €3] 1") <exp(a). 3)
Sec(.ﬁfkﬂ)Q(thn € S|X1:n)

for all X;., = (Xi,...,X,) and X{., = (X{,...,X,) s.t. H(Xi.,,X].,) = 1, where H is
the Hamming distance, H (X1.,,X{.,) = Yi; I(Xi # X]).

3 An information-theoretic approach to data swapping

In [9] the authors consider the problem of disclosure risk estimation when the mi-
crodata has gone through a data swapping process. They swap the geographical key
variable using a stochastic matrix M, i.e. every row of M sums to one, where M;;
provides the probability that an individual from location i is swapped to location j.
The authors of [9] also discuss the problem of estimating some measures of risk, but
without providing any tangible rule on how to choose M.

In this work, we propose to choose M as the solution of the following maximiza-
tion problem:
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max I(XI:m Zl:n)7 4)
M: Q satistying (3)

namely we look for M such that the information of Z., is as close as possible to that
in X1.,, and M is also constrained to satisfy differential privacy.

3.1 Binary key variable

We start from the simplest case of a categorical variable with only two possible
categories denoted {0,1}. Let X = (X,...,X,) € {0,1}" denote the realization of
the specific binary key variable for the n individuals in the microdata. We assume
that X; are sampled from a Multinomial model, hence X; s Bern(p).

Let us now suppose to swap the value of each X; independently with probability
g. This means that we transform X into Z = (Zi,...,Z,) through the conditional
distribution

Z|X ~ Q(Zi:n|X1:n) Hq (4% (1 — g) 147 %)

The corresponding swapping matrix M is therefore [¢,1 — g;1 — ¢, ¢g]. We are now
going to find g, hence M, by solving (4).
The Marginal distributions of X;.,, and Z;., are respectively,

Xl n, Hp 1 -

n

P(Ziw:q,p) = [[(pa+ (1 =a)(1 = p))% (1 =q)p+a(1-p)' 7.
i=1

While the joint distribution is
n
P(XI:le:n;paq) = Q(len‘Xlzn;Q)P(Xl:n;p) = HqH(Z[:Xi)(l _q)H(ZﬁéXi)pXi(l _p)l_Xi
i=1

Considering Xi., and X{.,, s.t. H(Xi.,,X{,,) = 1 implies that at some coordinate i
X; =1 and Xi’ = 0 or viceversa, while all other coordinates are the same. Therefore
condition (3) specializes as
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Q(Zin € 5|X1n) _ 11 g" X (1 — ) AP
sup = sup 7D 7=
Seo(Z )Q(Zln €S|X ) SC{Ol}"ZI,,GSH T (1 ) '
1— (Zi#X;)
. ( q) it
sc{o, 1}”21 ,,eSq (1 )
zef0.114" (1 qW*"
q (1 q)]l 0#X;) ]1 1 X)( q)]l( #X;)
= max 7 s 7
1(0=X;) (1 q)]l (0#£x]) ]Il X)(l q)]l(l;éXi)
taking also the maximum between (X; = 1,X/ = 0) and (X; = 0,X/ = 1), we obtain
the constraint |
max (q, —q) <exp(a)
l-q ¢
therefore,
1 < exp(a)

1+exp(a) — 1=7 +exp(a)’

The mutual information (X, Z1.,) is

I(Xl:nazlzn) = Z Z P(Xl:le:n;pvq) log <
Xl:ne{o’l}nzl:ne{():l}n

1 P(Z; = z|x)
P(Z; = z|lx)log ———~
; 6%:1} )<ze%l} = shloe P(Zi=z) )

P(X1:11,ZI:n§P74]) )
P(Xl:n§P)P(Zl:n§CIaP)

—nl(1— 0 4 — —q)lo -4
=n((1=p)glog 7— s s+ (1=p) (1 —g)log =
1—¢q q

ol —a)log r P i)

= nfp(‘])

Taking the first two derivatives of f with respect to g

£i(a) = _10g<$_ D)+ (1 - 2p)log( 1)

1
p+q(1-2p)
and (1 )

1" o —p)p
P = T a2l —p—ali—2p)] = °

Since f,(1/2) = 0, we can deduce that f, is decreasing on [0, 1/2], reaches the min-
imum at ¢ = 1/2, for which X;., and Z;.,, are independent, then is increasing. There-
fore, including the differential privacy constraint, and noticing that f(g) = f(1—gq),
we find that the two optimal ¢ achieving the minimal amount of privacy required are
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the ones on the boundary, ¢* =
matrix is

Lyorgt= Therefore the optimal swapping

1
1+e = Txeo-

M*:[ q" 1—61*}
l-q" ¢

3.2 Extension to categorical key variable

Let us now consider the case of swapping a key variable with n; possible outcomes,
e.g. the geographical variable. X; € {1,...,n;} is now a Multinomial with probabil-
ities (p1,..., pnk). Therefore the Marginal distributions of the sample X, is

P(Xy:n3 P1iny) HHp, : (5)

i=1j=

We consider the swapping matrix

1—q1 1—qy 1—q;

ql }’lkfl nkfl nkfl

1—g» 1—g» 1—g»

M: }’lkfl qz nkfl nkfl

therefore, we obtain the conditional distribution of Z;., given X;., as follows

n v 1— gy \ 1&=))
Q(Zl:n|Xl:n7q1:nk) :Hqg((iZI Xi) H ( K—q)l(l) . (6)

i1 X

The marginal of Z;., is

n ny ]I(Z[:J>
P(len§q1:nkap1:nk HH <pj‘Ij+ZPk > ,
k#j

i=1j=

while the joint distribution P(Xj.;,Z1:0;0,q) = O(Z1:a|X1:03¢)P(X1:ms p) is simply
obtained by multiplying (6) and (5).

Let X;., and X|., be s.t. H(X.,,X],,) = 1, i.e. X; # X/ and X; = X/ for all i # [.
Suppose X; = k and X] = k’ with k and &’ different. Therefore condition (3) becomes
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" 1-qx, \ 1Zi=J)
Q(Zl:n S S|Xl:n) i= qu H]?éXz ( ng—1 )
SUp  ——————~~ = sup 7))
Seo(Zn) Q(Z];n S S|Xl:n) SC[1:K]" 7, €S ]I 1 ~dx! (Zi=j
i=1 X’ Hﬁéx nkfl

o Z <(”k _ 1)qk>]I(Z/=k) ( — >H<Zl:k/) H ( 1—qx )H(Zl=j)
sclimlnzies \ 1= aqw (e = 1)qw jlery N —aw

—1 1-— 1-—
= max <(nk )qk, el , el I(K > 3)) .
l—qv "~ (m—1)gp 1—qp

Hence we need to take the maximum over all possible pairs (k,k’) in [1 : ng] with
k # k' to obtain the set of constraints in the optimization problem (4). Finally it can
be seen that the mutual information 1(Xj.,,Z;.,) equals

. I(z=x) 1—q, \1&=D)
iﬁpx qu H(qu)ﬂ(z‘”log G Hﬁéx(nKifql)

1
i=1x=1 jx \TK — 1 P24z +Zk;ézpan%k1

In the setting outlined here, the solution of the optimization problem (4) is not avail-
able in closed form and computational methods are required: this will be the subject
of future developments.
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A new ordinary kriging predictor for histogram
data in L>-Wasserstein space

Un nuovo predittore kriging per istogrammi nello spazio
L?-Wasserstein

Antonio Balzanella and Antonio Irpino and Rosanna Verde

Sommario This paper introduces an ordinary kriging predictor for histogram data.
We assume that the input data is a set of histograms which summarize data obser-
ved in a geographic area. Our aim is to predict the histogram of data in a spatial
location where it is not possible to get records. We consider the histograms as ran-
dom elements of a L>-Wasserstein space. The isometry from the Wasserstein space
of probability measures to the subset of L?(0, 1) of quantile functions, allows us to
introduce a linear predictor which uses the quantile functions associated with the
histograms.

Sommario Questo articolo introduce un predittore kriging per dati ad istogramma.
Si assume che i dati di partenza siano degli istogrammi che sintetizzano dati osser-
vati in un’area geografica. Il nostro obiettivo ¢ quello di prevedere I’istogramma
dei dati in una posizione spaziale in cui non é possibile acquisire osservazioni. Gli
istogrammi sono considerati come elementi casuali di uno spazio L* -Wasserstein.
L’isometria dallo spazio di Wasserstein delle misure di probabilita al sottoinsieme
di L*(0,1) delle funzioni quantile, ci permette di introdurre un predittore lineare che
usa le funzioni quantili associate agli istogrammi.
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1 Introduction

Nowadays, many real-world applications produce huge amounts of data which de-
mand for high storage and computational resources. A common practice to ad-
dress this issue is to summarize data before making the analysis through aggre-
gates, i.e. averages of clusters of data, or by functional data, estimates of probability
distributions, time series representation tools.

In this paper we consider geographic data summarized by histograms, that is our
input data is a set of histograms each one having a spatial location. We can consider
as examples of applicative scenarios the case of monitoring pollutions over time,
at different locations of a geographic area; monitoring crimes in different cities;
monitoring economical variables over time in different areas. In these examples we
can use histograms as estimators of probability distributions which keep a detailed
view of the data, reducing memory occupation and supporting fast computation.
Since histograms record information about the moments of the data as well as the
quantiles they are a more informative tool than simpler aggregates.

We assume that the covariance among histograms depend on their spatial lo-
cation, consistently with Tobler Law[5] which states that "everything is related to
everything else, but near things are more related than distant things". That is, we
expect that histograms at close locations are more similar than histograms at far
locations.

The aim of this paper is to introduce a kriging predictor which allows to predict
the histogram of an unobserved spatial location as a weighted average of histograms,
where weights depend on the spatial dependence among data.

We consider histograms as (estimates of) probability measures in the L?-Wasserstein
space. The isometry from the Wasserstein space of probability measures to the sub-
set of L2(0, 1) of quantile functions, allows us to introduce a linear predictor which
uses the quantile functions of histograms.

2 Notations and main definitions

Let H = {H,,...,H;,...,H,} be a set of histograms defined as:

Hy = {(liy,7i0), -, (Tigy Mig)s -, (li, in) }

where: I;; are the L consecutive intervals (bins), with the associated weights
7;; > 0, summing to 1.

We consider the set H as random elements of the L?-Wasserstein space.

We recall that Wasserstein spaces are metric spaces connected to the problem
of optimal mass transportation (see [6] for a review). In this sense, the distance
between elements of such space measures the minimal effort required to reconfigure
the probability mass of one distribution in order to recover the other distribution.

56



A new ordinary kriging predictor for histogram data in L2-Wasserstein space

Given two probability measures g and v on R¢ with finite p—th moment, the
Wasserstein distance of order p is defined as:

well(u,v).

. 1/p
vty =( e [ e slrante)) 0

where IT(u, v) denotes the set of transport plans between u and v, i.e. the set of
probability measures on R¢ x R¢ having y and v as marginals.

The Wasserstein distances dy (i, V) are proper distances, since they are non-
negative, symmetric, and satisfy the triangle inequality.

Closed expressions for Wasserstein distances dy are available only in few cases
such as that of probabilities on the real line: given two probability measures y and v
on R with right-continuous distribution functions F and G, the Wasserstein distance
of order p is defined as

1/
v = ([0 -6 o) ®

where F~!(t) and G~ () (t = [0, 1]) are left-continuous nondecreasing functions
on (0,1) named quantile functions, obtained as the inverse of F and G. In other
words, as shown in [4], u — F “landv— G lisan isometry from the Wasserstein
space of the measures to the subset of L%(0,1) formed by (equivalence classes of)
left-continuous nondecreasing functions on (0, 1).

A very important case is the Wasserstein distance of order p = 2, also known as
quadratic Wasserstein distance. Such distance plays a central role among Wasser-
stein distances, just as L? plays a central role in the family of L” spaces. A main
feature of the p = 2 case is the possibility to consider a notion of barycentre of
probability measures through the Fréchet mean.

By analogy with the Euclidean case where the barycenter of aset xq,...,x;,...,x,
of points is obtained as minimizer of x — Y | A;||x; — x| ? (with weights A;), in [1]
the same procedure is proposed in the Wasserstein space by simply replacing the
squared Euclidean distance, with the squared L?-Wasserstein distance:

L :iﬂfz Aidyy (uiu)  A>0, Y Ai=1 (3)
i=1 i=1

where u; and u are probability measures with second finite moment.

No explicit solution to the Fréchet mean problem is available, in general, in the
multivariate case, however, when d = 1, due to the flat nature of the Wasserstein spa-
ce in such a case, the problem of Fréchet mean admits a simple and explicit solution
since the L>-Wasserstein metric induces the (0, 1) geometry on the quantile func-
tions of the measures [7]. As shown in [4], the Fréchet mean is the unique measure
u* whose quantile function is the average of the quantile functions {F;',... ,F; '}
associated with the measures U;, ..., W,.
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By considering histograms as non-parametric estimates of probability densi-
ty functions on the real line, the squared [%-Wasserstein distance between the
histograms H;, H; is defined as:

1
iy (Hi,Hy) = [ (01(8) - 04(8))" @)
0

where Q;(&) and Q;(&) are the quantile functions associated with the histograms
H; Hj, respectively.

3 Ordinary kriging for histogram data

In the previous section, we have seen that the [*-Wasserstein metric induces a
L*(0,1) geometry on the quantile functions of probability measures on the real line.
We consider quantile functions associated with histograms H; (withi=1,...,n) as
random elements of a spatial random process Y.

Formally, let { Xs:s€DC 9{‘1} be a spatial random process, where s is a spatial
location in a d—dimensional Euclidean space and D is a subset of R¢ with positive
volume. We choose n points s1,...,S;,...,8, in D to observe the random functions
Xs; (&), with i = 1,...,n. We assume that each x;, (&), with & € (0,1), is a random
element of a subset of L* Hilbert space formed by left-continuous non-decreasing
functions on (0, 1), that is, quantile functions, equipped with a Borel 6-algebra and
satisfying fol Xs;(E)2dE < oo.

Further, s is a second order stationary and isotropic spatial process, that is:

o E(xs(&))=m(§), forse D
° Cov(xsi(él),xxj(éz)):C(h,él,éz), for s;,5; € D, where h = ||s,-fst.

We define the variogram 71 (h) for histogram data as follows:

1
n(h):%E UO (xs-,-(é)xsj(é))zdé} forsi,sj€ Dh=|si—s;l|,  (5)

where [ (x5 (&) — Xs; (£))?dé is the squared L?>-Wasserstein distance between
histograms H;, H; computed through the corresponding quantile functions X, X;;-
Consistently with [3], n(%) is estimated by:

A(h) = ) / (2 (E) = 25, (£))2dE. ©)

ZJEN (h)

As the classic variogram, 1 (k) is nonnegative, 11(0) = 0, and it is conditionally
negative-definite.
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Now, we introduce a linear predictor which uses the quantile functions Q; of
the histograms H;. The predicted quantile function Q is piecewise linear and it is
uniquely associated with the histogram H.

We consider the following linear predictor:

0(&) = iﬂuQi(é% 7
i=1

where:

0(&) is the piecewise quantile function to predict;

0;i(€) is the piecewise quantile function associated with Hj;

A;i € R are the kriging weights.

Consistently with the concept of Fréchet mean in the L?>-Wasserstein space of
measures on R, the histogram predicted at the location sy is a linear combination of
the quantile functions of the histograms H; (with i=1,. .. ,n) at the locations s1,...,s,.
Due to the spatial dependence, the kriging weights A; in Eq. 7 are such that the lo-
cations which are closer to the prediction point have a greater influence than farther
ones. R

To ensure that Q(&) is a Best Linear Unbiased Predictor (BLUP) for Q(€), the
weights should satisfy the following conditions:

p| [ (&)~ 0))"az| is miniman

However, to constrain Q to be a quantile function, the n weights must be non
negative, thus the following constrained optimization problem has to be solved:

2
minE /1 Z)LiQ}v(é) —Q(&) | dé| st Z)Li =1,4>0 (8)
0 \i=1 i=1

where Y| A; = 1 is the unbiasedness constraint and 4; > 0 is the convexity
constraint which ensures that Q is still a quantile function.

The problem in Eq. 8 cannot be solved using classical Lagrange multipliers be-
cause of the inequality constraints. In [2], authors propose a solution to the problem
of kriging with non-negative weights based on the Kuhn-Tucker theorem.

Following this approach, we assume that the n X n matrix 1 expressing the spatial
dependence among sites, is defined as:
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nQlsi—sill) - nllsi—sill) - n(ls1—sall)
n=| n(lsi—sil) - nllsi—sill) — (s —s)

Nsu—sull) - 1(lsa—sill) -~ 1(llsn—sul])-

Thus, the weights A;,...,A,, minimizing the non-negative kriging objective
function, are the solution to the following system of linear equations:

nil-I ﬁ | s
1700 s B |

—Is an n X n identity matrix;

A is the n dimensional vector of kriging weights;

0 is an n dimensional vector of zeros;

1 is an n dimensional vector of ones;

6 is the n dimensional vector of the Lagrange multipliers associated with the non-
negativity constraint;

u is the Lagrange multiplier associated with the unbiased condition.

where:

In [2], authors provide an efficient algorithm for finding an optimal solution.
The prediction variance as a global uncertainty measure, is given by:

% - [ v(0€)-0@)dt = T An(ln-sl)-n.  ©

Under a specified variogram model, we can use GSZO to identify those zones for
which we have greater uncertainty on the predictions.

4 Conclusions

In this paper we have introduced a kriging predictor for histogram data. Similarly
to classic kriging, it allows to predict data at a geographic location where there is
no possibility to get a measure of the analyzed phenomenon. However, differently
from classic kriging, the prediction is not a scalar but a histogram. To address this
challange we have considered histograms as elements of a L>-Wasserstein space and
we have developed the predictor consistently with the geometry of such a space.
Future work will be the development of a detailed testing procedure to assess the
effectiveness of the method.
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Keywords dynamics in online social networks:
a case-study from Twitter

La dinamica delle parole chiave nelle reti sociali online:
un esempio tratto da Twitter

Carolina Becatti, Irene Crimaldi and Fabio Saracco

Abstract This work presents a model that describes the users’ activity in an online
social network context. More precisely, it describes the evolution over time of the
bipartite network formed by tweets and the hashtags they show. New tweets can in-
clude new hashtags or establish links with the already existing ones. The probability
to form links with the old tags is regulated by a rule called “preferential attachment
with weights”. We apply this model to a dataset of tweets related to the period of
the Italian elections of last March 2018 and discuss the obtained results.

Abstract 1l modello presentato descrive I'attivita degli utenti in un contesto di reti
sociali online. Piu nello specifico, descrive I’evoluzione nel tempo della rete bipar-
tita formata dai tweets e dagli hashtags in essi contenuti. I nuovi tweets possono
introdurre nuovi hashtags nel sistema oppure contenere alcuni dei tags gia pre-
senti: la probabilita con cui questo accade ¢ espressa in funzione di un meccan-
ismo chiamato “preferential attachment con pesi”. Il modello viene applicato ad un
dataset di tweets relativi al periodo delle elezioni italiane dello scorso marzo 2018;
presentiamo, quindi, i risultati di tale analisi.

Key words: keywords dynamics, online social networks, Twitter, generative model,
preferential attachment with weights, users’ activity.

1 Introduction

During the last years we have witnessed an incredible revolution in terms of data
availability: large amount of unstructured data are at our hand in short time and
coming from totally different contexts. To this extent, the use of networks [6]
has revealed extremely powerful in shaping and extracting information from these
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sources. Two branches of network theory, that are also the main categories this work
refers to, deal with generative models [3] and lexical networks [7, 8]. The former
describe the temporal evolution of an observed graph: starting from an initial set of
connected nodes, new nodes are added at every following time-step; the newcomers
form links with the already existing nodes according to a pre-defined rule. The latter
instead consist of a set of words connected to each other by a certain relation, such
as being synonyms or co-occurrence or phonological similarity.

This work models the activity in the online social network of Twitter, describ-
ing the evolution over time of the bipartite network (i.e. a network which set of
nodes can be partitioned in two subsets and only links across different subsets can
be observed) formed by tweets and the hashtags they show. It is based on the model
presented in [1], that in turn finds its roots in [4, 5]. New posts can bring new hash-
tags, not present in the system by the time of their arrival, or establish links with the
already existing ones. The probability to form links with the old tags is regulated by
a rule called “preferential attachment with weights”: it is a function of the hashtag
popularity but also depends on some individual features (fitnesses, in general) of the
user posting the tweet, the tag involved, or the posted tweet.

2 The model

Consider a system of i = 1,...,n users that sequentially post some content on the
social network. Notice that, as in the model presented in [1], the sequence of time
stamps coincides with the flow of tweets, therefore the term “time-step ¢” indicates
the time in which tweet ¢ has been posted.

This model describes the dynamical evolution of the bipartite network that col-
lects users’ tweets and the corresponding hashtags. We indicate with F the adja-
cency matrix related to this graph. The dynamics starts with the observation of the
first tweet that shows N; hashtags, where N; is assumed Poisson distributed with
parameter & > 0 (Poi(@)). We enumerate the observed tags from 1 to N; and we set
Fij=1forh=1,...,N;. Then, for each following post t > 2, we have:

1. Tweet ¢ shows some of the hashtags already present in the system, exhibited by
one of the published posts {1,...,7 — 1}. More precisely, if N; denotes the num-
ber of new tags shown by tweet j and L, = ;;11 Nj indicates the number of
different hashtags observed with the first # — 1 tweets, the new post ¢ can inde-
pendently display each old tag & € {1,...,L,_; } with probability

5 Y\ FaWay
R(h) =5 +(1-8) =222 (M
where § € [0,1] is one of the model parameters, Fjj, = 1 if tweet j shows tag
h and F;j, = 0 otherwise, W, ;, > 0 is a random weight, associated to hashtag 5,
measured at the time of post z. Finally we divide by ¢ so that the ratio on the right
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in equation (1) belongs to [0, 1]. We will refer to the quantity in equation (1) as
the “inclusion probability” of hashtag & at time-step .

2. Tweet ¢ can also show a number of new hashtags N;, where N, is assumed Poi(4, )-
distributed with parameter

o

=P

where 8 € [0,1] is a parameter. The variable N, is supposed independent of

{N1,...,N;_1 } and of all the old hashtags and their weights, including those ap-

peared at time 7.

A=

We indicate with .77 the set of hashtags appeared at the end of the observation period
T. There is a wide range of possible ways in which the weights can be defined.
Refer to [1] for a more detailed discussion regarding the model’s parameters and the
possible definitions of the weights.

3 Dataset

Using the Twitter API for Python, we have downloaded a sample of all tweets posted
from January 28 to March 19, 2018. The API is a particularly useful tool, since it al-
lows to automatically isolate special elements from the text (such as hashtags, urls,
users’ mentions, media, etc.) without requiring the authors to perform expensive
pretreatment analyses on the data. The selection process is performed by means of a
list of keywords: each post must contain at least one of a set of elections-related key-
words in the Italian language, such as elezioni, elezioni2018, 4marzo, 4marzo2018.
For the following analysis we have considered only the tweets receiving at least one
retweet and containing at least three hashtags. Moreover, we have also excluded the
retweets from the construction of the features matrix, since they could represent a
source of bias for the model, being an exact copy of the original post. Finally, be-
cause of the large amount of activity in online social networks during the election
days, in few cases we observe different tweets that have been posted at the same
time. To overcome this limitation, when constructing the features matrix we order
those tweets alphabetically according to the tweet ID number in string format. The
final number of tweets in our sample is reported in the first column of Table 1.

4 Choices of the weights

The analysis starts with the selection of three definitions of weights to model the
inclusion probability in equation (1). In this work the weights are expressed as:

e Type 1: a decreasing function of the number of time-steps intervening between
the current time ¢ and time #;;, that is the last time hashtag h appeared. Older tags,
that showed up some time before 7, may be less popular and therefore less likely
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Table 1 Number of tweets and hashtags available after the data preparation procedure.

overall C; C; G

tweets 5742 2696 1939 2371
hashtags 2827 1563 1132 1378

to be used in new tweets.

W, = e Gn with G,j =t—1; —1and
tp =max{j:1<j<r—1land Fj, =1} 2

e Type 2: an increasing function of the total number of tags tweeted by the user who
posts the tweet appeared at time ¢. The higher/lower the number of tags posted
by an user in her/his previous posts, the more/less incline she/he is in adopting
hashtags in the future.

Wi =W, = e /G with i(t) = author of tweet ¢
Gj(;) = number of hashtags tweeted by user i(¢) until time 7 — 1 3)

e Type 3: a decreasing function of the number of followers of an user. The higher
the number of followers, the higher the popularity of an account may be. There-
fore it may be reasonable to think that she/he is less affected by other people’s
posts and less incline to use “old” hashtags.

Wi =W, =e i) with i(t) = author of tweet 1

Gi(;) = number of followers of user i(t) at time T 4)

5 Results

As a first step we split the initial sample of all tweets in three different subsets
¢ = {C1,C,,C3} in order to divide the activity by discussion topics on the Italian
political coalitions or parties. The selection process has been performed using the
words in Table 4: each tweet is claimed to be discussing about the community C € ¢
if it contains at least one of the hashtags listed in the corresponding column. The
final number of tweets and hashtags related to each subset is reported in Table 1.
Notice that with this mechanism the division in 4" does not form a partition of the
overall set of tweets and a subset of 375 tags are common to the three groups. In
addition to that, since we do not analyse the tweet text, both tweets supporting and
criticizing a certain coalition may belong to it: if the hashtag #berlusconi appears in
a tweet, then the discussion is focused on him, independently if in support or against
him. Then the model has been run separately on the three subsets.
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log-log plot of L; versus t log-log plot of L; versus t log-log plot of L; versus t
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Fig. 1 Plot of In(L,) as a function of In(z) with power-law trend. The coloured points refer to the
real data while the black line provides the theoretical regression line with slope f3.

Table 2 shows that the parameters are unbiasedly estimated from the data with
the three considered kinds of weights. Figure 1 provides a graphical representation
of the cumulative count of hashtags as a function of time in the three subsets: the
observed quantity shows the same power-law behaziour proven for the model, as
shown by the black line with the theoretical slope S (see [1]). Moreover the pref-
erential attachment plays a relevant role in the dynamics, because of the very small
values observed for the parameter . In this regard, there is a difference between the
three weights: the value of § estimated for the case with weights in (4) is sistemati-
cally higher than in the other cases and this difference in preserved across the three
subsets of tweets.

Table 3 shows instead a comparison between the observed networks and the sim-
ulated ones, with the three considered kinds of weights and with flat weights (i.e. all
weights equal to 1). The total number of hashtags Ly and the average number of new
hashtags N7 are well reproduced by the four alternatives. The major differences are
in the average number of old hashtags O7: this quantity is clearly underestimated by
the model with the weights in (2) and overestimated by the model with flat weights.
There is instead an agreement between the observed quantity and the estimated one
with the weights (3) and (4): in both cases, the tweets shows an average number of
three hashtags previously appeared in the dynamic and this result is in line with the
observed network.

6 Concluding remarks

This work describes the temporal evolution of the activity in an online social net-
work context: we model the process of link formation in the bipartite network of
tweets and the hashtags they show. The results of our analyses indicate that the
power law behaviour of the total number of hashtags in time perfectly matches the
theoretical one, with exponent equal to the model parameter 3. Moreover the small
value obtained for the parameter 6 indicates that the preferential attachment rule
is an important driver for this dynamics. However, the presence of the weights ex-
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Table 2 Estimation of the model parameters for each considered weight-types. See the Appendix,
equation (5) for a description of these quantities.

Ci p P MSE(p) G 2 P MSE(p)
a 7.1434 7.1300  0.6858 a 6.6885 6.7069  0.7012
B 0.6227 0.6237  0.0003 B 0.6143 0.6145  0.0004

3 weights in (2) 0.0034 0.0034 2.67-107° 8 weights in (2) 0.0046 0.0046 6.39-107°
§ weights in (3) 0.0039 0.0039 4.37-107° 8 weights in (3) 0.0060 0.0060 1.23-1073
3 weights in (4) 0.0071 0.0071 5.02-107° 8 weights in (4) 0.0103 0.0103 1.52-1073

Cs PP MSE(p)
o 6.3970 6.3973  0.6019
B 0.6331 0.6337  0.0003

& weights in (2) 0.0042 0.0042 3.79-10~°
§ weights in (3) 0.0045 0.0045 5.98-107°
§ weights in (4) 0.0082 0.0082 7.98-10~7

Table 3 Comparison between real and simulated matrices by means of the indicators in equation
(6) in the Appendix for each considered weight-types.

C Lt o, Or oo, Nr On

real 1563 3.561 0.580

weights in (2) 1559.90 38.69 1.655 0.082 0.579 0.014
weights in (3) 1562.36 38.70 3.234 0.115 0.580 0.014
weights in (4) 1565.98 39.60 3.434 0.102 0.581 0.015
weights = 1 1563.51 41.54 16.181 2.228 0.580 0.015

C Ly OL; Or Coy NT ONp

real 1132 3.641 0.584

weights in (2) 1128.06 32.69 1.665 0.091 0.582 0.017
weights in (3) 1130.34 34.38 3.344 0.133 0.583 0.018
weights in (4) 1133.74 34.19 3.593 0.128 0.585 0.018
weights=1  1131.09 35.19 14.627 2.244 0.584 0.018

G Ly oy, Or 0o, Nr o

real 1378 3.571 0.581

weights in (2) 1379.48 36.75 1.802 0.107 0.582 0.016
weights in (3) 1376.40 36.73 3.251 0.118 0.581 0.016
weights in (4) 1377.27 37.04 3.447 0.113 0.581 0.016
weights = 1 1377.84 36.06 14.510 2.048 0.581 0.015

pressed as a function of a fitness variable is fundamental for reproducing the real
data. Indeed, in most of the considered cases, the model that takes the weights into
account performs better in matching the the number of “new” and “old” hashtags
and the total number of tags (refer to equation (6) for their definition).

Despite this fact, there is a difference in the performance of the three definitions
of weights: the worse behaviour of the weights in (2) denotes that this quantity is
not a good proxy for the importance of a word. This is reasonable, since the online
dynamic is very quick, many tweets are posted every minutes on Twitter; since the
timesteps of our model coincides with the published tweets, many time instants
intercurring from the last appearence of a word may, instead, indicate only minutes,
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in terms of the real-world time. Therefore this may not be a good indication of how
popular an old word is and how likely it is used. On the contrary, the weights in
(3) and (4) guarantee a much better agreement with the observed data. Therefore
both these fitnesses may be considered good representatives for, respectively, the
tendency of an author to use tags and the level of popularity and influence of an user
in the considered context. On the one hand, hashtags are tools used in online social
networks to attract attention and gain popularity, therefore only those users who post
on Twitter with this purpose may be incline to choose the most appropriate old tags
and include them in their tweets. On the other, the accounts that have a large number
of followers are often famous people, newspapers and parties accounts, political
figures, that especially in the elections period are only interested in widening their
pool of voters and spreading their ideas [2]. Therefore they might be interested in
using the tags that best reproduce them, regardless of whether these words have been
used before. One possible future development of this work includes the application
of the model to the tweets of the users classified in political alliances as in [2]: the
accounts have not been manually classified but their division in clusters is the result
of the users’ retweeting behaviour.

Appendix

Table 4 List of hashtags used to select the tweets belonging to each discussion topic.

Group Tags

Left leaning (Cy) pd, partitodemocratico, renzi, leu, liberieuguali, piueuropa,
poterealpopolo, pc, partitocomunista, civicapopolare, matteorenzi,
grasso, pietrograsso, bonino, emmabonino, lorenzin

Movimento 5 Stelle (C2) mS5s, votomS5s, votom5stelle, movimentoSstelle, beppegrillo,
luigidimaio, dimaio, toninelli, danilotoninelli

Right leaning (C3) forzaitalia, fratelliditalia, lega, casapound, salvinipremier,
noiconlitalia, forzanuova, italiaagliitaliani, salvini, matteosalvini,
meloni, giorgiameloni, berlusconi, silvioberlusconi

The model parameters are estimated using the tools provided in the Appendix of
[1]. Then, we simulate the model dynamics generating R = 500 realizations of the
tweets-hashtags network. For each parameter p € {a, B, 6 }, we compute the average
value p and the mean squared error MSE (p) over the set of R realizations, as follows

|-
1=

. &
p=r Y, pr and MSE(p)= Y (5~ D)’ (5)
r=1

r=1

where p is the parameter estimate while p, is the value obtained for the r—th real-
ization of the model. In order to compare the simulated dynamics with the observed
one, we compute the following indicators
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L7 = total number of hashtags appeared in the observed T tweets

o 1 T L, B 1 T
Or t:ZzOI with O, = h;F,J, and Ny = ?EiNt' (6)

T —

The quantities O7 and N7 provide respectively the average number of “old” and
“new” hashtags overall the set of tweets. We compute these quantities on the ob-
served matrix and on R = 500 simulations of the dynamics, with and without the
selected weights. In particular, for each indicator I € {Lr,Or,N7} the tables report
the average value I and the sample standard deviations oy, as follows

1

I=—
R

M=

R
I, and o) = ﬁ ZI(I,—T)Z (7)
r=

r=1

where I, is the indicator / computed over the r—th simulation of the model.
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Statistical Matching of HBS and ADL to analyse
living conditions, poverty and happiness

Statistical Matching di HBS e ADL per I’analisi di
condizioni di vita, poverta e felicita

Cristina Bernini, Silvia Emili, Maria Rosaria Ferrante

Abstract Consumption, poverty and happiness represent fundamental aspects in the
analysis of household living conditions. To empirically investigate the relationships
among them, individual data are required. The not availability of joint information
on consumption and happiness at the unit level, as in Italy, may be overcoming by
using the statistical matching method. In particular, the matching of the Household
Budget Survey (HBS) with the Aspects of Daily Life (ADL) provides information at
the individual level, useful to investigate how poverty as well as the living condition
affects the happiness of Italian citizens.

Abstract Consumi, poverta e felicita costituiscono aspetti fondamentali nell analisi
delle condizioni di vita di una comunita. Al fine di investigare le relazioni che
intercorrono tra esse, sono necessari dati puntuali sui diversi aspetti ma osservati
congiuntamente con un dettaglio individuale. La non disponibilita di dati ad un
livello fine di disaggregazione, come ¢ il caso in Italia, puo essere superata grazie
all’utilizzo di metodi di statistical matching. Il matching dell’Indagine sui Bilanci
delle famiglie (HBS) e della Multiscopo (ADL) consente di investigare come la
poverta e e le condizioni di vita sono influenzate dalla felicita degli italiani.

Key words: statistical matching, synthetic data source, living conditions, poverty,
happiness
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1 Introduction

One of the goals of the literature on subjective well-being' is the relationship
between happiness and income. Several studies have underlined that richer
individuals (or countries) are happier than poorer individuals (or countries) (Clark,
2017); that is, with respect to income, richer individuals are more satisfied with their
lives (Diener et al., 2010). The negative relationship between poverty and happiness
is more significant in the upper segments of the income distribution. In addition,
there is evidence that self-reported life satisfaction is lower for those who are
classified as being in poverty (Clark et al., 2015). Besides, people may be unhappy
about poverty even if they are not poor themselves; they may feel bad about the
possibility of becoming poor themselves in the future. They may also feel
repercussions on the economy and society as a whole (Welsh et al, 2019).

We extend the poverty-happiness literature by focusing on different measure of
poverty and happiness. Specifically, we consider not only satisfaction with the
overall life but also the satisfaction expressed by individuals in respect to the
different life domains (i.e. relationships with relatives, friends, environment,
economic condition, leisure time). As for poverty, we suggest considering not only
to be in poverty but also the gap to the poverty line. However, this information is
not jointly available from the same source; thus, we suggest reconstructing a novel
database containing information on consumption as well as happiness at the
individual level by means of a statistical matching tool. The statistical matching
procedure employed in this paper answers to the need of obtaining information
about individual consumptions and different aspects of happiness and quality of
daily life. The joint availability of micro-data on these dimensions gives alternative
advantages on the evaluation of poverty and consumer behaviours on different
expenditure groups, on the analysis of territorial disparities in well-being and on the
investigation of the multidimensionality of happiness for alternative expenditure
categories. In particular, the last aspect motivates our interest in obtaining a
synthetic dataset starting from two ISTAT's survey: the Household Budget Survey
(HBS) and the Aspects of Daily Life (ADL) survey. In the analysis, we suggest
matching the two surveys by using a non-parametric micro approach, as the distance
hot deck technique (Okner, 1972).

Using a data set of 35,975 individuals in 2016, obtained by matching the two
surveys, we show that Italian people happiness (i.e., measured by overall satisfaction
or life domains satisfaction) is negatively correlated with poverty measures (i.e.
poverty status and poverty intensity).

2 The Data

1

As Veenhoven (2012) argues, subjective well-being “it is an umbrella term for all that is good. In this meaning, it is
often used interchangeably with terms like 'well-being' or 'quality of life' and denotes both individual and social
welfare”. Accordingly, we will use the terms ‘subjective well-being’, ‘happiness’ and ‘life satisfaction’ interchangeably.

72



Statistical matching of HBS and ADL to analyse living conditions, poverty and happiness

The empirical analysis is performed using two data sources: for individual data, we
exploit the “Multipurpose Survey on Households: Aspects of Daily Life” (ADL).
Expenditure data are extracted from the Household Budget Survey (HBS). All
information is provided by the Italian Office of Statistics (ISTAT).

ADL is a large repeated cross-sectional sample survey that covers the resident
population in private households, collecting annual information on individual and
household daily life. A sample of 43,251 residents (18,508 households) in Italy was
collected in 2016 and observed with respect to both life satisfaction and residents’
socio-demographic characteristics. Life satisfaction is measured through the
question: “At this moment, how much are you satisfied with your life overall?”
Respondents may answer on an 11-point Likert- scale, where 0 is the lowest and 10
the maximum level of satisfaction. The Likert scale is standard in measuring
interpersonal satisfaction (Diener and Seligman, 2002, inter alia). Overall, the mean
life satisfaction equals 7.03 in 2016 with a right-skewed distribution, which reveals
quite a high level of happiness among citizens. Together with an overall measure of
happiness, the ADL observes citizens’ satisfaction with respect to the different
domains of their life, by using a 4-point Likert scale. This set includes: the
relationship with relatives (average value: 3.24) as well as friends (3.05) and health
condition (2.95), activities during leisure time (2.77), satisfaction for the economic
and environmental conditions (2.42 and 2.81 respectively). The satisfaction aspects
are integrated with a large set of individual characteristics, related to the socio-
demographic characteristics of residents (gender, age, marital status, household
composition, educational level), economic condition (in search of occupation,
retirement) and both household and individuals’ habits.

The HBS survey covers the resident population in private households (35,975
individuals in 15,409 households), collecting information about the expenditure
habits. In particular, information on monthly consumption behaviour of households
for a wide set of durable commodities (e.g. dwelling products), as well as non-
durables (e.g. food, clothing, health), and services, differentiating with respect to
periodic and occasional consumption. General information on family’s components
(demographic characteristics and information about dwelling) completes the survey.
A relative poverty indicator could be calculated as the base of the household total
expenditure, excluding unusual expenses, allowing the analysis of distribution and
intensity of poverty. Differently from ADL, HBS represents one of the most used
Italian survey in statistical matching framework (Conti et al., 2017).

3 The statistical matching

Statistical matching, also known as data fusion or data integration (for a review see
among others: D'Orazio et al., 2006b), represents one of most popular statistical
tools for combining data taken from different official statistics. The specific
literature field reveals a long story characterized by peaks and troughs of interest
(Kadane, 1978; Rubin, 1986; Moriarity and Scheuren, 2001, 2003; Rassler, 2002;
D'Orazio et al., 2005, 2006a; Conti, et al.,, 2016; 2017). One of the main
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classifications of these techniques refers to the final purpose of the procedure, and it
distinguishes between micro approaches (developed in order to provides a final
dataset as synthetic file containing all disjoint information about the underlying
population), and macro approaches (focused on direct estimation of joint distribution
function or of key measures of the disjoint observed target variables).

Formally, statistical matching frameworks can be summarize referring to the
presence of two independent sample survey, A and B, which records are considered
as independently and identical generated from appropriate models. The two samples
can be represented by

m

A=4, = {(Yi’Xi)}:;l’ B=B, = {(Xj’Zj )}j=1’

implying Z missing in A’s units and Y missing in B, X present in both samples
(i.e., matching variables), generated from f{x,y,z), with F={f} be a suitable family of
density. Even if we can avoid the (implicit) assumption of a specific estimate of the
distribution (D'Orazio et al., 2006b), a natural way to avoid misleading assumptions
on F'is achieved using nonparametric matching procedures. By this way, the class of
hot deck methods seem strongly interesting and appealing.

The most appropriate setting of matching variables Xy has been defined as
compromise between the subset of variables that better explain Y and Z, i.e. Xy and

Xz, with X, € X',and X, € X, and is given by
X,NX,CX, CX,UKX,.

A nontrivial issue in statistical matching applications, relates to the conditional
independence assumption (CIA). This problem concerns independence of the target
variables Y and Z conditioning on the common variable X. Even if CIA cannot be
tested, in the micro approach this problem is overcome by introducing auxiliary
information (correlation coefficients as well as additional datasets).

Starting from early papers of Okner (1972), distance hot deck procedure appears
as one of the most used micro approach in empirical applications, due in part to the
its intuitive way of dealing with statistical matching problems: the imputation of a
live value from the donor file (that provides values for missing observation in the
second sample) to the recipient (that will receive imputed live values for the missing
observations) according to some distance (similarity measures) between common
variables (henceforth matching variables). Moreover, the constrained version of the
distance hot deck procedure, guarantees the possibility to relate units between the
two datasets only once (i.e. without replacement). This approach considers the
identification of donor classes in which the number of donors must be equal or
greater than the number of recipients, ensuring the preservation of the marginal
distribution of the imputed variables. Beyond its straightforward applicability a
second motivation underlying the use of distance hot deck techniques relates to
Marella et al. (2008). The authors show that the matching noise due to distance hot
deck decreases as the sample size of the donor sample increases.

As far our analysis, we start by identifying of the donor and the recipient
datasets: with more than 40 thousand statistical units in ADL and about 36 thousand
in HBS, the first survey is identified as the donor file. To complete the specification
of the constrained distance hot deck problem, we need to define donor classes and
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matching variables. Aiming at preserving marginal distribution of imputed data, we
consider a three-level macro area variable as donation class, while we consider Xy,
given by: Agel3 (13-levels variable about age), Ncomp (number of household
components), Edu (categorical variables stating for education), mStat (marital
status), Rgn (20 Italian regions), and two variables referred to household disposable
income, Disp (4 levels), and household economic status with respect to previous
year, Inc (5 levels). The aim of the last two matching variables pertains to the use of
information that could relax CIA. In this case, the information collected through
Disp and Inc, can be considered as data concerning the relationship between Y and
Z: the variables not only pertains to the definition of an overall satisfaction level, but
(1) refer to changes in a general household income level, (ii) embodies temporal
information about perceived income changes as temporary or permanent and hence
about consumption attitude of the family.

The coherence of the synthetic data set is investigated comparing marginal
distributions of imputed variables, where reference distribution is observed in the
donor dataset. In particular, to evaluate the representativeness, we refer to four
empirical measures: Bhattacharyya coefficient, Hellinger distance, total variation
distance and the overlap between the two distributions (D’Orazio et al., 2006b).

Table 1: Comparison of marginal distributions

Battacharyya Hellinger Tvd Overlap
LS 0.999999 0.000609 0.000525 0.999475
LDeco 0.999999 0.000808 0.000874 0.999126
LDenv 0.999999 0.000915 0.001090 0.998910
LDrel 0.999987 0.003583 0.003937 0.996063

Table 1 shows marginal distribution comparisons about target variable (overall
happiness, hereafter LS) and a subset of life domain satisfaction scores: satisfaction
about economic condition (LDeco), environment (LDenv) and family relationships
(LDrel). Results display a good preservation of the target variable in the matched
file, with total variation (tvd) and Hellinger distance values closed to 0, and
remaining indicators (i.e. Battacharyya and Overlap) closed to 1.

4 Modelling poverty and happiness of Italian citizens: some
preliminary results

The aim of the analysis is to investigate to what extent being poor affects the
individual satisfaction with respect to the overall life and to the different life
domains. We estimate micro-econometric life satisfaction regressions in which
overall happiness or life domain satisfaction of individual i depends on poverty
measures and a set of individual-level controls. As poverty measures, we follow the
official ISTAT practice and classify individual as poor (dPoor) if his/her equivalent
consumption is below the poverty line (z), defined through Carbonaro's equivalence
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scale (Istat, 2018). The scale is applied to transform each household disposable
consumption into the household disposable equivalent consumption. Moreover, to
investigate the intensity of the phenomenon on poor and non-poor individual, we
define the poverty ratio (PG) for the i-th unit (i=1,...,n) as the individual equivalent
consumption x; with respect to the poverty line:
X

PG, (x,z) =~
Z

By this way, a value lower/greater than 100 stands for individual with
expenditures below/beyond the poverty line.
From this starting point, the final model specification is given by:

Ln(LS) = f(dPoor,PG, W)

where Ln(-) is the natural logarithm, f{) is a suitable continuously differentiable
linear function, dPoor is a dummy variable classifying individuals as poor, PG is the
poverty ratio, W = (Wina , Whou) contains individuals and household variables, in
particular dFemale is a dummy variables for female, dMacroAreay, k =1,2,3,4,5 is a
set of dummies for Italian macro area (North west, North east, Center, South,
Island), dComponent;, j=1,2,3,4, is a dummy variable for the number of household
components (from 1 to 4, with 4 stands for households with 4 or more individuals),
AgeMid is the midpoint of age classes in Agel3, and dEducation;, h=1,2,3,4,5, is a
set of dummy variables related to highest education level (from 1 to 5, no education,
primary school, secondary school, high school, university), Rooms represents the
number of dwelling rooms. Model estimates are carried out over the whole matched-
sample and on the subset of poor people (i.e, people lying under the poverty line); in
both samples, we model either the overall or the life domain satisfaction.

As preliminary results, we show OLS estimates in Table 2 and Table 3 about overall
satisfaction and life domain scores, respectively. In line with the literature, we find
positive and statistically significant association between overall satisfaction score
and expenditure measures in the overall sample, and negative sign with the poverty
dummy. Nonetheless, highest magnitudes can be associated to education level and
number of household components. Excluding non-poor individuals, the coefficient
associated to PG strongly increases, highlighting the enhancement about the
importance of increases in expenditure levels on happiness.

Considering life domain satisfaction, and after having controlled for W, the
impact of poverty on happiness related to the economic situation, environment
condition and relationships with relatives (Table 3) confirm previous results, with
minor exceptions. Being poor has a negative and relevant effect on the satisfaction
with own economic condition; while the impact on other domains are lower and
negligible. The relative position with respect to the poverty line mainly affects the
economic condition especially in the sub-sample of the poor. The lowest effect of
being poor and distant from the poverty line has been detected for the satisfaction
with relatives.

Table 2: Overall satisfaction estimates (*** p<0.01, ** p<0.05, * p<0.1)
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Overall Sample Poors Sample

Const 1.724%%* (0.04) 1.541***  (0.12)
dPoor -0.017%* (0.01) - -
Ln(PG) 0.024*** (0.01) 0.077***  (0.03)
dFemale 0.012%%* (0.00)

dMacroArea,; 0.030%** (0.01)

dMacroArea; 0.027*** (0.01) -0.072***  (0.03)
dMacroAreay -0.017%** (0.01) -0.068 * (0.02)
dMacroAreas 0.003 (0.01) -0.043 ** (0.02)
dComponent; -0.036%** (0.01) -0.079 ***  (0.02)
dComponent; -0.019%** (0.01)

dComponent, -0.014%* (0.01)

Ln(AgeMid) -0.017%** (0.01)

dEducation, 0.062*** (0.01)

dEducation; 0.078*** (0.01)

dEducation, 0.106*** (0.01) 0.068 ***  (0.02)
dEducation; 0.126*** (0.01)

Ln(Rooms) 0.022*** (0.01)

Table 3: Life domain satisfaction estimates of poverty variables (*** p<0.01, ** p<0.05, * p<0.1)

Independent Overall Sample Poors Sample
Dependent dPoor Ln(PG) Ln(PG)
LS S0.017%%%  (0.01)  0.024%%* (0.01)  0.077*** (0.03)
LDeco 20.039%%%  (0.00)  0.077%%* (0.01) 0.187*** (0.03)
LDenv -0.005 (0.01)  0.023*** (0.00) 0.053** (0.03)
LDrel -0.011* (0.01) 0.009** (0.00) 0.017 (0.02)

5 Preliminary conclusions and further developments

In the analysis of living conditions, poverty and happiness of Italian citizen, the
unavailability of a complete and exhaustive survey about main features of the
phenomenon is encompassed resorting to statistical matching of HBS and ADL. The
analysis of data from the synthetic file shown preliminary results, in line with
economics of happiness literature. However, due to endogeneity and matching noise,
models relating satisfaction to expenditure or poverty can be affected by
inconsistency when estimated through ordinary least squares. As for future research,
we will consider instrumental variables estimator (IV) to investigate the relationship
between happiness and poverty from the synthetic dataset. Further robustness
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procedures about preliminary results are then implemented referring to two-sample
two stage least squares and bias correct estimators of Hirukawa and Prokhorov
(2018). Moreover, other future development of this research regards the modelling
of the effect of being in poverty on a multidimensional composite indicator of life
satisfaction, constructed on the base of the different life domains.
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Statistical sources for cybersecurity and
measurement issues

Fonti statistiche per la sicurezza cibernetica e problemi di

misurazione
Claudia Biancotti, Riccardo Cristadoro, Raffaele Tartaglia Polcini

Abstract Growing awareness of cybersecurity as a critical requirement of today’s
economy raises the demand for a correct measurement of related risk. To date,
however, reliable and well documented sources of information are scant while cyber
incident statistics published by private firms, often with vested interests in the
cybersecurity business, have fed the media with little control on their quality. Sound
estimates are key to sound policy decisions and pricing of risk, which underpins
insurance premia. A few bright spots are starting to appear, mainly within the
advanced economies; global interconnectedness of cyber risk calls for international
coordination and standardization.

Abstract La crescente consapevolezza dell importanza della sicurezza cibernetica
per i sistemi economici solleva la questione della corretta misurazione del rischio.
Finora, comunque, le fonti informative affidabili e ben documentate rimangono
scarse; le statistiche sugli incidenti cyber pubblicate da imprese private, spesso in
conflitto di interesse, affollano i media senza un reale controllo sulla loro qualita.
Stime affidabili sono cruciali per decisioni politiche efficaci e per il risk pricing su
cui vengono basati i premi assicurativi. Si intravedono miglioramenti, in
particolare, nelle economie avanzate; l’interconnessione globale del rischio cyber
richiede coordinamento e standardizzazione a livello internazionale.

Key words: cybersecurity, statistical sources, measurement of risk, international
coordination
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1 Introduction

Attention to the issue of cybersecurity started spreading beyond the narrow scope of
IT specialists and managers worldwide as the fast growing digitalization of the
whole economy (OECD 2014; Bank of Italy 2018) and the increased
interconnectedness of data networks revealed the complex and comprehensive
nature of cyber risk and the interdependency of seemingly unrelated critical
infrastructures. The buzzword cybersecurity’ may sound like a simple catchy
rewording of the sterner “IT security”, but it implies a holistic consideration of all
aspects of technological security, not limited to the individual operating unit, in a
cross-sectoral, cross-country, cross-platform framework.

Cybersecurity emerged to the public attention as an impressive slew of attacks to
public and private infrastructures showed the fragility of the existing controls, at the
national and international level, while cyber incursions against a number of
established multinational companies proved able to significantly dent their
profitability and reputation, especially in case of data theft. Major incidents began to
be counted and classified (see, for example, CSIS 2019); the issues of related costs
and spillovers came to the foreground, as well as that of measurement of cyber risk
as a specific type of risk.

Quantitative information on cyber risk and related measures is, to date, mainly
provided by private entities, namely cybersecurity and consulting companies. These
run their own surveys and publish data, seldom accompanied by methodological
notes and very likely biased, possibly in order to feed hype on how urgent it is to
tackle the cybersecurity issue. Although this urgency may be justified, the plethora
of widely disseminated yet undocumented figures clearly exposes a need for data on
which to base strategic decisions; but the provision of sound statistics on this new
topic requires the involvement of official providers.

Persistent lack of reliable quantitative information is already feeding renewed
fallacies in the evaluation of cyber risk, as assessed, for example, in Hubbard et al.
(2016): referring to the findings of Kahneman and Tversky (1979), the authors
describe the perils and limitations of experts’ judgement in the specific field of
cyber risk.

Lack of official data on cybersecurity can be in itself considered as a
vulnerability, in that it distorts the planning of defensive efforts. This lack has
recently taken center stage in high level international fora, testifying both the
concerns provoked by cyber threats and the key role played by reliable sources of
information.

In May 2017 (under the Italian presidency), finance ministers and central bank
governors of G7 countries acknowledged the existence of a data gap on the
economic dimensions of cybersecurity; they called on “international organizations

' Widespread use of prefix cyber- to signify “IT-related”, with an emphasis on
dangers and risks, seems to have originated from the warfare literature in the early
90s of 20th century.
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and governmental institutions in partnership with the private sector” to deliver
“reliable, impartial, comprehensive and widely accessible” information (G7 2017)
upon which policy decisions could be based.

2 National contributions

Pioneers in the field of official-source statistics data production for cybersecurity
have been the United Kingdom and Italy.

2.1 The UK Survey of Cyber Security Breaches

One notable example of data of appropriate quality and transparency is the yearly
UK Government’s Survey of Cyber Security Breaches, first conducted in 2016; the
most recent results were published last April (UK Department for Culture, Media
and Sport 2019). The availability of a few time points allows for an initial
assessment of the cybersecurity developments over time: according to the survey, 32
per cent of businesses experienced cyber security breaches or attacks in the last 12
months. The overall proportion of breach occurrences is much lower than in 2018
(43 per cent) and 2017 (46 per cent). As in previous years, this percentage shows
higher among medium and large businesses (60 per cent), but much lower than in
previous year (71%). Although the drivers of these developments have yet to be
investigated, the report points to a rise in cybersecurity level and awareness; on the
other hand, mandatory compliance with the GDPR' from May 2018 might have
changed what businesses define as a breach, or render some less willing to admit
security breaches. The median number of reported breached has yet gone up, from 2
attacks in 2017 to 6 in 2019. The average cost of the breaches was £22,700 in 2019
for large firms. This is in line with corresponding value observed in 2018 (£22,300)
and higher than 2017 (£19,600). Although these figures remain remarkably low, a
rising trend seems to emerge. These results show clearly how useful the collection of
detailed information can be for policy evaluation.

' The General Data Protection Regulation (EU) 2016/679 was implemented on 25
May 2018. According to the new rules, corporate personal data controller must put
in place appropriate technical and organisational measures to implement the data
protection principles set up in the law: lawfulness; fairness and transparency;
purpose limitation; data minimisation; accuracy; storage limitation; integrity and
confidentiality. The controller shall be responsible for, and be able to demonstrate
compliance with, these principles (accountability). A specific provision of GDPR is
that personal data breaches must be reported to the supervisory authority (Art. 33),
“unless the personal data breach is unlikely to result in a risk to the rights and
freedoms of natural persons”.
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Fig. 1 Incidence of cyber attacks on UK firms, 2019
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2.2 The Bank of Italy cybersecurity survey of 2017

Italy has contributed to the big picture since the last two years. An exercise similar,
if less detailed, to the UK was conducted by the Bank of Italy in 2017, leveraging
the long-standing survey of Italian manufacturing and non-financial service firms.
This initiative allowed, for the first time in Italy, to obtain reliable estimates on the
behaviour of firms vis-a-vis cybersecurity and the impact of occurrences, both in
terms of frequency and cost. A question on the attacks experienced has been
administered also in 2018 and 2019.

In the questionnaire administered in 2017 (with reference to what happened in

2016) (Bank of Italy 2017) questions were aimed at measuring the existing controls
and the related expenses, the frequency of cyber incidents, the damage undergone
and their cost, the subsequent reaction on the management’s side.
Reluctance to acknowledge cyber risk within corporate activities, as suggested in the
UK survey, is analyzed and modeled for Italian data in Biancotti (2017a). Even
though fewer than 2 per cent of businesses declared that they do not deploy any
cybersecurity measures, about one third suffered at least some damage from a cyber
attack between September 2015 and September 2016. An imputation model was
developed to account for the unwillingness to report or the inability to detect attacks
for some respondents; the share of firms attacked during the observed period
climbed to 45.2, with large, high-tech and internationally exposed businesses faring
worse than average.

Bank of Italy data also indicate that in 2016 the overwhelming majority of attacks
against [talian nonfinancial private firms caused direct and recovery costs below
€50,000, but one in a thousand victims reported damages of at least €200,000
(Biancotti 2017b). A growing body of evidence shows that the distribution of costs
is highly asymmetrical, which limits the information content of most survey-based
estimates. Edwards et al (2016) find that the size of breaches catalogued in the
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Privacy Rights Clearinghouse dataset follows a log-normal distribution. This seems
to be confirmed in the Bank of Italy survey (Fig. 2).

Figure 2. Monetary costs of all cyber attacks suffered in 2016, at the firm
level (kernel density estimate; cost in euros)
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Source: Bank of Italy, Survey of industrial and service firms, 2016. Note: respondents had the
option of answering the cost question by choosing a bracket rather than indicating a point
estimate. The upper bracket was open (“€ 200,000 and over”) and for purposes of readability
it was capped at €300,000 in this chart. The figure should not be interpreted as an actual upper
bound.

3 Some measurement issues

As seen in the Introduction, cyber risk measurement entails some specific features
that are not entirely aligned with traditional operational risk and raise new
measurement challenges. Inter alia:

- Evolving technology makes risk evaluation a moving target;

- The subject bearing the risk may not always coincide with the victims
of the security failure; spillovers are often present;

- Risk should be measured not only at the individual level, but also at
the group level (vaccine-like);

- Consequences of failure may show long after the breach, and/or last for
a very long time;
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- Some long lasting consequences of breaches and incidents are difficult
to measure, typically damages to reputation;
- “Tail risk” (the combination of low probability and high impact) is
particularly relevant'.

These peculiarities suggest also that, in the case of cybersecurity, even
traditional definitions of basic quantities like probability of occurrence and cost may
prove inadequate. Measuring the simplest of variables, the frequency of incidents (to
estimate the probability), is already quite challenging. Victims have scant incentives
to disclose attacks, even in the presence of legal obligations; the reputational costs
and subsequent loss of competitiveness can outweigh the benefits of information
sharing (Gal-or and Ghose 2005, Laube and Béhme 2016).

When it comes to economic impact, the endeavour becomes significantly
more difficult for conceptual and practical reasons. There is no shared definition of
what constitutes the cost of a cyber attack. Most existing studies focus on the
damage suffered by businesses that are directly hit by hackers, and even within this
limited scope, some components are intrinsically uncertain. While the combined
effect of the various distorting factors suggests that the cost of cyber attacks will
never be estimated with the same precision achieved, say, for annual working hours,
this is not necessarily a damning obstacle for policy design and evaluation. Selecting
the right policy requires knowing which pieces of legislation, norms, and regulations
were most successful in containing the economic impact of occurrences. If sources
of measurement bias are well understood, it can be possible to derive unbiased
estimators of variations in frequency and cost of attacks over time, even if the
absolute levels cannot be pinned down exactly.

Improving the quality of cost indicators requires some groundwork in order
to develop shared definitions of the economic cost of cyber attacks at various levels
— individual, firm, sector, economy, group of economies — and common standards to
measure those costs. Work is already underway in this area — the OECD established
an international expert group, and the US Department of Homeland Security
(Livingston et al. 2017; Department of Homeland Security 2017) recently proposed
a measurement framework.

It is also important to pursue research on how best to integrate multiple data
sources. Given the complexity of the phenomenon, it is unlikely that meaningful
estimates can be obtained from a single dataset, no matter how good. Available
surveys use the firm as a sampling unit. This serves the important purpose of
showing the consequences of an attack on a firm’s economic performance, but it
leaves the aggregation problem unsolved. Such surveys could be supplemented with
others where incidents are the sampling unit; since no census of incidents exists,
appropriate sampling frames have to be conjured from external sources — for
example, incident notification archives managed by national data protection
authorities, or lists of attacks such as the one maintained by the Center for Strategic
and International Studies (2019).

' Some consider also the notion of threat as a low-probability, high-impact event, of
which the probability is yet to be assessed.
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Furthermore, given the importance of infrequent, large attacks, all data
collection and estimation tools should be designed with rare events in mind.
Oversampling the right tail, whenever one wants to measure a skewed, long-tailed
variable, is common practice, where under-reporting and non-response are
significantly higher compared to the rest of the distribution. Survey results can be
usefully integrated with qualitative information on serious attacks — techniques
adopted, speed of spreading across networks, time to detection, etc. Big data
techniques can be leveraged to integrate heterogeneous, non-structured datasets
covering the wvarious dimensions of cybersecurity. The private sector is
experimenting with these techniques (Lloyd’s 2017), and official statistics need to
catch up.

4 International coordination and standardization: the financial
system as a frontrunner

The strict interconnectedness of cyberspace - hardly bound by national borders,
sectoral differences, platform diversity - and the freshness of most initiatives around
the theme suggest that international coordination of activities, standardization of
methods and definitions, integration of data sources could proceed fast, without
frictions typical of internally homogeneous contexts. The financial system can be
considered as a frontrunner, being a key target of cyber-attacks and having a high
level of technological innovation and adoption. Attacks to financial infrastructures
and intermediaries span a large set of motives, from profit to the intention to disrupt
the orderly functioning of the economy, by means that can span from simple identity
thefts to more sophisticated aggressions like APTs (advanced persistent threats)', the
consequences of which can even reach a systemic level.

Central banks and supervisory authorities play a key role in ensuring the
cybersecurity of the financial system. They manage and/or supervise vital
components, such as payments systems, and are thus able to enforce collection of
useful data on incidents by supervised external entities and adoption of suitable
defence measures. With respect to other contexts, the long tradition of technical
collaboration among financial authorities — especially within the Eurosystem — and
their role in guaranteeing safety and security of transactions make this ecosystem
very favourable for international cooperation, hence achieving better results.

A first step toward a shared view of the nature and extent of the threat and
hence a common set of policies is a clear-cut set of terms and definitions,
substituting the existing confusion of terms and meanings. To this end, in November
2018, the Financial Stability Board released a “Cyber Lexicon” defining a set of
approximately 50 core terms, related to cyber security and cyber resilience in the
financial sector. In December, the Basel Committee on Banking Supervision
(BCBS) paved the way to international standardization and coordination of

' An intrusion that remains undetected for an extended period of time.
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cybersecurity measures in the financial sector by publishing a report that describes
and compares the range of existing bank, regulatory and supervisory cyber-
resilience practices across jurisdictions. The report correctly points out that many
“cyber-security and resilience metrics are not yet mature”, namely:

Some jurisdictions have methodologies to assess or benchmark regulated
institutions’ cyber-security and resilience. Those jurisdictions that have developed
ways to assess cyber-security and resilience have focused on reported incidents,
surveys, penetration tests and on-site inspections. None of these methodologies
produce quantitative metrics or risk indicators comparable to those available for
financial risks and resilience, eg standardised quantitative metrics where
established data are available. Instead, indicators provide information on regulated
institutions’ approach to building and ensuring cyber-security and resilience more
broadly. Supervisory authorities also rely on entities’ own management information,
although this differs across entities and is not yet mature. (BCBS 2018, p.21)

Beyond constituting an essential instrument for cybersecurity policy
evaluation and implementation, the provision of reliable data for dissemination
should be part of a wider communication strategy aimed at raising awareness, also
among the general public. In fact, guaranteeing the cybersecurity of firms, networks
and infrastructure is not just a technological problem. Their vulnerability often stems
from an undervaluation of the risks and from distorted incentives that lead to
organizational failures, imprudent behaviour of staff, and insufficient investment in
protection. Many attacks are carried out using simple tools that could easily be
neutralized through compliance with basic rules of caution.
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Use of GPS-enabled devices data to analyse
commuting flows between Tuscan municipalities

Un’analisi dei flussi di pendolarismo sistematici tra i
comuni toscani tramite ’utilizzo di dati GPS

Chiara Bocci, Leonardo Piccini and Emilia Rocco

Abstract During the last two decades, we have seen an explosion in the deploy-
ment of pervasive systems like cellular networks, GPS devices, and WiFi hotspots
that allow us to collect digital information about individual and collective behaviour
of people at a very high level of geographical detail and can represent an extremely
useful source of data. This is the case of a phenomenon like commuting whose iden-
tification and quantification at local level can produce a more detailed depiction of
the socio-economic environment in which people live. In this paper we investigate to
what extent big data collected from GPS-enabled devices, installed on private vehi-
cles for insurance purposes could be a support in producing estimates of systematic
commuting flows between municipalities in Tuscany.

Abstract Negli ultimi due decenni abbiamo assistito a un notevole incremento di
strumenti digitali come reti cellulari, dispositivi GPS e hotspot WiFi in grado di
produrre e memorizzare tracce digitali sul comportamento individuale e collettivo
delle persone a un livello molto elevato di dettaglio territoriale e che rappresentano
una fonte di dati estremamente utili per lo studio di numerosi fenomeni. Tra questi,
il pendolarismo la cui identificazione e quantificazione a livello locale puo produrre
una rappresentazione dettagliata dell’ ambiente socio-economico in cui le persone
vivono. In questo articolo esaminiamo in che misura i big data raccolti da dispositivi
GPS, installati su veicoli privati per scopi assicurativi, possono essere un utile fonte
di dati per stimare i flussi di pendolari sistematici tra i comuni della Toscana.
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1 Introduction

Technological evolution brought along, in recent years, a remarkable increase in
the diffusion of devices that can record digital footprints of our behaviour on a
daily basis, tracking a vast degree of activities. Constant and basically unintentional
production of such tracks generates huge datasets that contain a precious quantum
of information about socio-economic behaviour that may be extracted and used for
research and for policy analysis.

Big data sources may support policy makers in the ex-ante phase of policy imple-
mentation, by providing a more sophisticated depiction of the socio-economic en-
vironment and may be used for ex-post evaluation purposes in quasi-experimental
design and counterfactual settings. Literature on the matter and practical experi-
ences have highlighted pros and cons of this approach. Some of the pros include
timeliness, cost effectiveness, spatial and temporal disaggregation, emergence of
unexpected and/or unobservable phenomena. On the other hand, since the relative
novelty of the methodologies used to deal with these data, extra carefulness needs
to be used to acknowledge possible shortcomings in terms of quality, accessibility,
applicability, relevance, privacy policy and ownership of the data, all of which may
affect the quality of policy evaluation and appraisal. Nonetheless, we believe that
big data sources can be successfully used to foster the capabilities of the public in-
stitutions to deal with complex problems, to plan effective policies and to evaluate
the outcomes of their actions.

Cities are fertile grounds for this kind of approach, as complex systems of peo-
ple, things, environments, and activities. Digital signs that people produce every day
by interacting with devices, social media, and other technological systems offer in-
teresting opportunities to study and understand city dynamics and social behavior.
The smart city paradigm provides a framework to try to understand these complex
dynamics and deliver innovative solutions to meet citizens’ needs (Bergamaschi et
al., 2016).

Big data has found in mobility analysis one of its most prolific fields of applica-
tion. Traditionally, mobility analysis has suffered for lack of available and spatially
detailed data. Data produced from widespread personal GPS and GSM devices can
be therefore used for a more detailed analysis of mobility choices, in a more timely
and efficient way, and may provide a very powerful tool for mobility planning, pol-
icy evaluation and economic appraisal of transport related investments (both in in-
frastructure and in services). To this extent, we propose a methodology that allows
us to use data collected from GPS enabled devices, installed on private vehicles for
insurance purposes, to analyse and understand mobility patterns.

2 Potential use of GPS-enabled devices: the case of study

The aim of the paper is to find a viable method to use GPS data to produce an es-
timate for the detailed Origin-Destination (OD) matrix between all pairs of munici-

90



Use of GPS data for analyzing commuting flows

palities within Tuscany. Since the GPS dataset is derived from private car mobility,
our primal focus is on this type of flows. However, in order to assess the inten-
sity and characteristics of the relations between different geographic zones within
the regional area, a future step of the analysis should be devoted to estimate public
transport mobility patterns as well, possibly by considering the different propension
on public transport usage which we expect to observe across the different OD pairs.

Typically, detailed OD matrix data are collected systematically every 10 years,
during the nationwide official Census. However, census data, while very rich with
information and details, has two major drawbacks: the temporal lag between cen-
suses, during which we have no information on mobility, and the focus on what
we call systematic mobility, i.e. the mobility which happens almost every day and is
mainly related to home-to-school or home-to-work trips, leaving out an increasingly
relevant segment of non-systematic mobility, which, by its own nature, is difficult to
capture with traditional methods. Conversely, the Multipurpose Surveys on House-
hold (MSH) carried out by Istat provides yearly estimates on commuting mobility
patterns but only at regional level. In particular, it provides regional total estimates of
the internal flows in all municipalities, of the outflows towards municipalities within
the same province, of the outflows towards other provinces within the same region
and of outflows to different regions, partitioned by means of commuting (car, train,
bus, bike, etc...). Therefore, the MSH estimates are more frequent but less detailed
than census data, and again focused only on systematic mobility.

If our methodology will be proved feasible, we can increase our analytical ca-
pability with an informative base that can be updated almost continuously and that
includes all mobility and not only the systematic one.

For this study we use GPS data that are provided by a leader company in the
Insurance Telematics that deals with about the 2% of the total vehicles circulating
in Italy. Our dataset counts about 150k private vehicles crossing Tuscany in a period
of six weeks between February and March 2014, and represents a primary source
of information for studying the mobility behaviours. The history H of a user is
represented by the set of points in space and time recorded by his mobility device;
that is, H = (p1,...,pn), where p; = (x,y,t), x, y are spatial coordinates and 7 is
an absolute time-point. Starting from this sequence, we are interested in extracting
the user’s trajectories, where a trajectory is a sub-sequence of points representing
the movement between two places in which the user stops for an activity. In the
literature, there are several complex techniques for stop computation, yet in our
experience a good trade-off between computational efficiency and quality of results
can be obtained by a simple cut based on spatial and temporal thresholds; that is,
a stop is detected (and therefore a trajectory ends and a new one starts) when the
object remains within a region of radius r for at least a period of time Y. A common
setup of the parameters in the case of private cars, tested in several analytical tasks,
is ¥ = 2hours and r = 50m (Giannotti et al., 2011). In the following, we will also
use the concepts of “the most frequent location” L; and “the second most frequent
location” L,. These two areas represent the two most visited places by the user,
usually corresponding to home and workplace (Nanni, 2016). Therefore, for each
user the systematic flows are identified as the flows observed between his Ly and L,.
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All the individual commuting flows are then aggregated at municipal level to
obtain the OD matrix between the 269 Tuscan mainland municipalities (obtained
considering the Tuscan administrative partition as existing in 2014 and removing
the insular municipalities). Therefore, the municipal OD matrix comprises of 269
internal flows (the diagonal matrix elements) and 72092 outflows (the off-diagonal
matrix elements), most of which will be zero-flows. Specifically, from the GPS-
based dataset we observe 5336 positive outflows between Tuscan mainland munici-
palities.

Representativeness and coverage of the study population are crucial issues when
using Big Data. This is because of the specific nature of their source, in which units
are not selected through a probability sampling design and generally do not cover
the whole population. However, as shown by Rocco (2019), the bias due to self-
selection (analogously to the bias due to non-response mechanism in survey based
on probabilistic sampling) is connected to the relation between the target variable
and the selection/response mechanism and it becomes negligible when this correla-
tion is small. Following the results of Pappalardo ef al. (2013) on the analysis of the
mobility in Pisa, which showed that the mobility measured using the sample of cars
with GPS is coherent with the mobility registered for all the vehicles in the munici-
pality through the traffic sensor spread around the city, here we assume that the car
commuting flows between Tuscan municipalities are low correlated with the proba-
bility of having a GPS-device in each municipality (the GPS penetration municipal
rate). Therefore, the GPS sample can be considered as a representative sample for
the overall population of car circulating in Tuscany.

3 A Zero-Inflated gravity model for OD commuting flows

The modelling of OD commuting flows is commonly addressed through the use and
estimation of a gravity model (Anderson, 1979).

Gravity models, drawing on analogy with Newton’s Law of Gravitation, typically
rely on three types of factors to explain OD flows: first, origin-specific variables that
characterize the ability of origin locations to generate flows; second, destination-
specific variables that represent the attraction of destination locations; and, third, a
function of origin-destination distance.

Standard formulation of such models assumes a multiplicative relationship be-
tween the OD frequencies and the three types of effects above defined. By taking
the logarithm of both sides, a gravity model is usually defined as

log(yij) = 0t +X{ B, + X B, + vlog(Dij) + & M

where y;; denotes the flow from origin region i towards destination region j, X,
and X, are explanatory variables that represent origin (o) and destination (d) char-
acteristics, f° and 8  are the corresponding parameters, Y reflects the effect of the
distance D;; between origin i and destination j and &;; is the disturbance term which
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is assumed to be normally distributed, &; ~ N (0, 0'2). Considering n regions, the
model analyse all flows for N = n? origin-destination pairs of regions (the n x n flow
matrix, which contains intra-regional flows in its main diagonal and inter-regional
flows in its off-diagonal elements, is vectorised by stacking the columns to form the
N x 1 vector of flows contained in y).

When we are interested in modelling some spatial interaction counts, Flowerdew
and Aitkin (1982) proposed the use of a gravity model based on the Poisson distri-
bution instead of a model based on the Normal distribution, as in model (1). This
choice seems appropriate in our context of analysis, since OD commuting flows are,
by definition, non-negative counts. However, the usual Poisson regression model is
not able to manage data that are characterised by overdispersion and/or an excess of
zero values, and our study variable is affected by both issues.

One way to handle overdispersion is to assume a Negative Binomial distribution
of the target variable, that is to a generalise the Poisson distribution with an addi-
tional dispersion parameter in order to allow the conditional variance to exceed the
conditional mean.

Moreover, additional overdispersion can be caused by an excess of zeros in the
study variable, therefore it is important to separate the excess zeros from regular
overdispersion, because the two forms of overdispersion are likely generated from
different underlying processes. Hurdle and Zero-Inflated models are the most com-
monly applied forms of zero-augmented models and both assume that there is an ad-
ditional unknown process generating excess zeros. Zero-Inflated models assume that
there are two possible sources for zero-flows (true zeros and excess zeros), whereas
in Hurdle models all zero values are generated by a separate process (Cameron &
Trivedi, 2013).

Following these considerations, we define a Zero-Inflated Negative Binomial
gravity model to investigate the commuting private car outflows y;; between the
Tuscan mainland municipalities:

y o an_J0 with probability 7;;
Yij ZINB(TCz/a.Um 61/) = {NB([JU-, eij) with probability 1 — 7
E(yij) = Wij(1 — ;)

V(yij) = pij(1 =) (1 + pij(mij + 1/6;))

Zero-inflation model:
logit(m;j) = o+ Box] + ﬁdx? + Xf]d od +010g(Djj) +v{ + v? 2)

Conditional models:

*

log(pij) = o + Byxy + Bixt + X4 oy + 87 log(Dij) +uf +u?  (3)
log(@ij) =a + 5’log(D,~j~) “4)

where we assume that all three parameters of the ZINB distribution are function the
driving distance D;; between origin i and destination j; moreover, we include origin-
and destination-specific random effects in both the zero-inflation model (2) and the
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conditional mean model (3) to capture the correlation between flows originating
from the same municipality i and the correlation between the flows reaching the
same municipality j

V) ~N(0,07), u? ~N(0,02 ),

v ~N(0,0,,),  uf~N(0,0y,).
In addition, we select the following explanatory variables to be included in model
(2) and model (3):

 the working-age population of the origin municipality x{ (origin-specific vari-
able), to measure the propensity of municipality i to generate commuting flows;

* the total number of employees of the destination municipality x;? (destination-
specific variable), to measure the propensity of municipality j to attract commut-
ing flows;

» three origin-destination-specific variables (matrix X;?J’»i ) to measure additional
characteristics which could influence the interaction between municipalities i and
Jj: a) the indicator of origin i and destination j being in the same Local Labor Mar-
ket; b) the ratio between car travel time and public transport travel time required
to reach destination j from origin i; c) the road connection quality, measured by
the driving time per 100km, between origin i and destination j.

A key aspect for the estimation of a gravity model is the availability of up-to-date
quality explanatory variables, particularly on OD connection times and distances. In
our analysis the auxiliary variables are derived from sources of different nature: pop-
ulation and employees data come from ISTAT statistical datasets (the Demographic
Statistics and the Statistical Register of Local Units of Active Enterprises ASIA-
UL), the vehicle fleet for each Tuscan municipality is derived from the administra-
tive dataset of the Motor Vehicle Register; and finally, the OD times and distances
by means of transportation are derived from Google Maps computing services.

The estimated parameters for models (2)-(4) are presented in Table 1 and show
that all the explanatory variables considered in our gravity model are statistically
significant predictors and that their effect on commuting flows is as expected by
common knowledge. In particular, we observe that a greater distance between two
municipalities is associated with a higher probability of observing a null flow be-
tween them (estimated by model (2) and with a smaller amount of non-null com-
muting movements (estimated by model (3). Analogously, if two municipalities are
connected by a faster road network (that is, with a lower driving time) we expect to
have larger commuting flows and a lower probability of a null flow.

The origin- and destination-specific variables of the gravity model rightfully con-
trol for the characteristics of the origin and destination locations: bigger municipal-
ities (that is, with a larger working-age population) have a higher propensity to gen-
erate larger commuting flows whereas larger commuting flows are directed toward
areas that are characterised by a higher number of employees. Moreover, the four
random effects components capture the unobserved characteristics that accomunate
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Table 1 Model estimates

Zero-inflation Mean Dispersion
Parameters model (2) model (3) model (4)
Intercept —5.958 ** 0.803 ***  0.070
Driving distance (log) 3.456 *** —2.852 ¥ (0.245 "
Driving time (/100km) 2.461 *** —0.567 ***
Relative time (car vs public tr.) —1.480 ** 0.532 ***
LLM indicator —0.025 *** 0.047 ***
Working-age population (x1000) ~ —0.028 *** 0.027 ***
Number of employees (x1000) —0.025 *** 0.047 ***
ol 1.049
oy, 0.524 **
o2 0.899 ***
oy 1.145 **

Significance codes: *** p < 0.001, ** p < 0.01,* p<0.05,° p<0.1

the flows originating from the same municipality (v* and ) and the flows reaching
the same municipality (v¢ and u?).

The fact that our findings confirm common knowledge supports the thesis that
the commuting patterns of GPS devices’ owners is similar to the commuting flows
of all private car owners. If, as it seems, this assumption holds, we could use our
estimated gravity model to predict the detailed private car commuting flows OD
matrix between all municipalities within Tuscany.

4 Conclusion

In this paper we investigate to what extent big data collected from GPS-enabled
devices, installed on private vehicles for insurance purposes, could be combined
with data coming from smart data sources, like Google computing services, and
from more traditional sources, like administrative and statistical datasets, in order to
provide a support in producing estimates of systematic commuting flows.

This is a work in progress and many are the open questions that we intend to
investigate further on.

The first step will be to assume a even more complex gravity model which, in
addition to the zero-inflated structure, will be able to take into account the possi-
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ble origin- and destination-based spatial autocorrelation between flows (LeSage and
Pace, 2008; Sellner et al., 2013).

Another relevant research topic is how to extent our analysis and findings in two
direction: to estimate non-systematic flows and to estimate public transport mobility
patterns, possibly by considering the different propensity on public transport usage
which we expect to observe with respect to the different OD pairs.

Finally, the knowledge of some individual characteristics of the GPS devices’
owners could allow us to better evaluate the representativeness of the GPS self-
selected sample. However, due to the characteristics of big data sources in general
and of our data source in particular, issues on privacy policy and ownership of the
data could limit the availability of such knowledge. To overcame the problem, it
could be necessary to conduct ad-hoc surveys or to find additional data sources.

Acknowledgements The authors acknowledge the financial support provided by the “Diparti-
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Statistical calibration of the digital twin of a
connected health object

Inversione statistica dei parametri di ingresso per il
gemello digitale di un oggetto sanitario collegato

Nicolas Bousquet and Walid Dabachine

Abstract This article briefly describes the preparation of a clinical study on a con-
nected health object dedicated to facilitate the prevention of lymphedema in patients
treated for breast cancer (after axillary surgery), and to alert them of its manifesta-
tion in order to prevent its aggravation. A simulator of the entire physical process,
or digital twin, has been developed for this purpose. Statistical calibration of its in-
put parameters, by noisy inversion and using functional sensitivity studies, makes
possible to demonstrate the feasibility of the objective by establishing one or more
measurement protocols to capture the signal on a mobile object (phone or tablet)
and to detect signal breaks that are physically significant. .

Abstract Questo articolo descrive brevemente la preparazione di uno studio clin-
ico su un oggetto sanitario collegato dedicato a facilitare la prevenzione del lin-
fedema nelle pazienti trattate per il cancro al seno (dopo la chirurgia ascellare), e ad
avvertirle della sua manifestazione per prevenirne 1’aggravamento. A questo scopo
stato sviluppato un simulatore dell’intero processo fisico, o gemello digitale. La cal-
ibrazione statistica dei parametri di ingresso, mediante inversione rumorosa e studi
di sensibilit funzionale, consente di dimostrare la fattibilit dell’obiettivo stabilendo
uno o pi protocolli di misura per catturare il segnale su un oggetto mobile (telefono
o tablet) e rilevare interruzioni di segnale fisicamente significative.

Key words: Connected object, design of experiment, digital twin, Monte Carlo,
inversion, sensitivity analysis
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1 Context

Lymphedema is a swelling of the arm caused by an accumulation of lymph, which
can occur following the removal of the axillary lymph nodes during the axillary
cleaning operation following a breast removal operation (see Figure 1). It can ap-
pear on the breast side a few weeks after axillary cleaning or months or even several
years later. For this reason, it is necessary to remain vigilant in order to report the
first symptoms as soon as possible. More generally, lymphedema is a pathology due
to a deficiency of the lymphatic system. It is an organ swelling, usually of a limb
due to an accumulation of lymphatic fluid between the connective tissues. There are
two types of lymphedema: the mayor is congenital, and the secondary is most of-
ten induced by the surgical or radiosurgical treatment of cancer. This article focuses
on upper limb lymphedema developed after axillary cleaning during breast can-
cer treatment. The frequency of lymphedema is 15 to 28% after axillary curing and
2.5% to 6.9% after a sentinel node procedure (selective sentinel lymphadenectomy);
the frequency may increase to 44% when the surgical procedure is combined with
radiotherapy. There are different risk factors: the number of lymph nodes removed,
external radiotherapy, obesity, mastectomy, different physical practices. Obesity is
an aggravating factor with a high prevalence: 75% of patients with lymphedema
have a BMI greater than 40 kg/m?.

i

Fig. 1 Example of lymphedema.

Fig. 2 Layout of lymphometer sensors

Women with lymphedema have a degraded quality of life, with significant phys-
ical and psychological consequences. Clinically, lymphedema results in significant
swelling of the limb, which reduces mobility and can cause pain in the patient. In
20 to 40% of lymphedema, infectious complications (erysipelas type, cellulitis) ap-
pear, resulting in fever, general malaise, severe pain and sometimes inflammation.
In the advanced stages, sclerosis appears, causing skin lesions and alterations of
ligaments and tendons. For women with dyed skin, lymphedema is a source of psy-
chological and social difficulties: disruption of body image, disruption of identity
landmarks, loss of self-esteem, anxiety (up to depressive episodes). As swelling of
the limb leads to a loss of mobility and dexterity, lymphedema is an obstacle to nor-
mal professional activity, requiring professional reclassification or even permanent
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work stoppage.

Today, the postoperative diagnosis of arm lymphedema in a breast cancer patient
is initially made by the patient’s personal presumption, who notices a clear swelling
of her upper limb. Secondly, it is the medical opinion that confirms or invalidates
the presumption of lymphedema of the upper limb, following a consultation. The
diagnosis is therefore not instantaneous; there may be significant latency between
the onset of lymphedema, suspicion of lymphedema, and final diagnosis.

2 The connected object and its digital twin

2.1 The connected object: the lymphometer

In 2017-2018, following a long-term collaboration with the Senology Department
of the University Hospitals of Strasbourg (HUS), [5, 6, 2], a medical device was
created by Quantmetry to measure the evolution of the diameter of an arm and detect
swelling, the first tests of which proved promising 1. it is a sleeve that automatically
takes measurements of a patient’s arm circumference at 4 different locations (see
Figures 2 to 4):

10 cm above the wrist;

10 cm below the elbow;
10 cm above the elbow;
20 cm above the elbow,

and thus to generate a time series of dimension 4.

Fig. 3 Physical prototype of lymphometer Fig. 4 Lymphometer being carried
on an arm.

The data is then sent to the doctor on an HDS-certified cloud server. They are
aggregated and compiled and then transmitted to the patient and the doctor who
follows her personally, as well as to the scientific community anonymously (if the
patient agrees). The stored data is protected and secured, and the anonymity of pa-
tients is thus preserved.
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This connected sleeve project addresses an important health problem: today there
is currently no means of detection other than a significant swelling of the arm, visi-
ble by oneself or regular visits to the doctor who compares the circumference of the
two limbs accurately.

2.2 Why a digital twin?

However, the viability of the lymphometer and its application depends, before any
application for certification, on the success of a clinical study whose relevance has
already been demonstrated by the HUS. The precision required by such a study
requires, in particular, the ability to determine a clear measurement protocol and the
acceptance of the device by the patients concerned. In practice, they will be able
to operate a switch producing the measurements at different times of the day, for a
certain period of time. This protocol is defined according to several unknowns:

e the time step &, for processing the measurement (daily, hourly?);

e the number N of times the switch is activated and its distribution by time step
(multiple times repeated in a short period of time, or distributed along a time
step), in order to sufficiently smooth the signal,

e the reasonable time length T the patient can wear the sleeve;

e controllable measurement noises, which can be reduced by improving fasteners
sensors integrated into the sleeve.

In addition, this protocol must be robust (in the sense that it leads to a usable signal)
to the following two hazards:

o the physiological stimulus that caused the arm to swell is still poorly understood;
it can be sudden or progressive. It is therefore important to study a wide range of
possibilities accepted by the medical profession, and verified by HUS doctors;

e Imponderable measurement noises (due to arm movements), considered random.

The variety of measured arm swelling trajectories is illustrated in Figure 5.

The work consists in preparing the clinical study of the connected object by us-
ing a digital simulator, which reproduces a large number of arm and sleeve config-
urations, and also simulates the production of the signal transmitted to the mobile
application. This simulator is intended to test a very large number of simultaneous
protocol configurations, stimuli and measurement noise and to produce one or more
robust experimental protocols, the relevance of which will then be confirmed by the
clinical study. A comparative illustration of the actual and measured swelling with
arm noise is provided in Figure 6.
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Statistical calibration of the digital twin of a connected health object

Mesures des perimetre de bras des patientes

Hauteur du bras

Fig. 6 Illustration of a real swelling of the
arm and its measurement over time produced

Fig. 5 Illustrations of measured swelling of by the simulator.

an arm.

3 Statistical calibration and sensitivity analysis

In a stationary environment, the simulation model can be formalized as

y(t) = &(X1,X2,X3)
where g; is the digital simulator and X; is a set of associated parameters:

e to the experimental protocol, fori =1 ;
e to the imponderable measurement noise, for i =2 ;
e to the physiological stimulus (input), for i =3 ;

The research work, which is essentially based on a statistical and probabilistic ap-
proach and will summarized during the talk, considers the following questions:

1. Modeling a wide variety of relevant and plausible X3 physiological stimuli, based
on the expertise of HUS physicians.

2. From experimental measurements produced in the laboratory (existing and future
data sets), calibrating controllable and unpredictable noise.

3. Validating the simulator by checking the agreement of the simulations obtained
with experimental measurements, subject to precise knowledge of a swelling re-
produced in the laboratory. In particular, it will be possible to rely on the so-called
Verification, Validation and Uncertainty Quantification (VVUQ) methodologies
from the scientific literature [7].
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4. Conducting sensitivity analyses to prioritize sources of uncertainty, according to
the most recent developments in these methodologies applied to the treatment of
time series [4, 3, 1].

5. Selecting a strategy of non-parametric statistical tests capable of identifying sig-
nal breaks measured in a manner consistent with physiological stimuli, and de-
duce constraints on the nature of detectable stimuli.
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Le Reti Neuronali nella Previsione di Serie Storiche

Giuseppe Bruno, Sabina Marchetti, Juri Marcucci, Diana Nicoletti

Abstract Shallow and Deep artificial neural networks (NNs) have achieved top-
notch performances in a wide range of different tasks such as speech and sound
recognition, computer vision and natural language processing. In this paper, we em-
ploy NN for nowcasting and forecasting some relevant macroeconomic variables.
Presently linear modeling represents the mainstay for unconditional forecasting. We
explore the capabilities of deep neural networks for improving upon forecast accu-
racy without making assumptions on the model functional form. We consider the
forecast of the Index of Industrial Production (IPI) which very likely is the most
widely analyzed high-frequency indicator, given the relevance of the manufactur-
ing activity as a driver of the whole business cycle. We put forward three kind of
ANN models, in different situations they outperform benchmark models at short
time horizons.
Abstract Le reti neuronali, con uno o diversi strati nascosti, hanno raggiunto
prestazioni eccezionali in un’ampia gamma di problematiche di stima. Fra esse ri-
cordiamo: il riconoscimento del suono, della voce, di immagini e [’elaborazione
automatica di testi. In questo articolo esse sono impiegate nell’ambito della pre-
visione di rilevanti variabili macroeconomiche. Ad oggi la modellazione lineare
costituisce il fondamento per le previsioni incondizionate. In questo lavoro esplori-
amo le potenzialita delle reti neuronali di migliorare [’accuratezza previsiva
senza formulare ipotesi sulla forma funzionale dei modelli. Consideriamo la
previsione dell’indice di produzione industriale (IPI) che rappresenta uno degli
indicatori ad alta frequenza piu utilizzati anche per la rilevanza del settore
manufatturiero come protagonista dell’intero ciclo economico. Nel lavoro
proponiamo tre tipi di reti neuronali, che in alcune circostanze producono errori di
previsione inferiori a quelli forniti dai modelli tradizionali.

JEL classification: C22, C53, C45
Keywords: Deep Learning, Forecasting, Time Series, Industrial Production Index
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1 Introduction

One of the main tasks of policy-makers and analysts is that of regularly assessing
the state of the economy. This is usually realized by extracting reliable signals from
high frequency indicators and by using them to provide the policy-makers with early
pictures of the economic situation in the short-run. In this paper we explore the role
of neural networks to provide a model-free framework for macroeconomic timese-
ries. These models have been originally inspired by the biological neural structure
of the human brain functioning. The foundations of what has now known as neural
computing, were laid in 1943 by McCulloch and Pitts who defined the threshold
behaviour of a single neuron [16]. Later, Rosenblatt described a probabilistic bi-
nary classifier based on an embryonic form of neural network [17]. After more than
fifteen years of very scarce contributions, we had a revival of the subject for the im-
pressive progress achieved by the computing technology. Early in 1972 Grossberg
introduced the learning concept of neural network in response to arbitrary classes
of patterns; later in the same year, derived neural networks from psychological pos-
tulates about punishment and avoidance [11, 12]. From the 1980s there has been
a steady growing enthusiasm for neural network applications. Between 1982 and
1984, Hopfield published two papers describing physical system which could emu-
late the parallel computing capabilities of the brain [14]. The following years have
witnessed a flood of theoretical and empirical contributions in many different tasks
ranging from image recognitions to natural language processing.

In this paper we mainly address three research questions: i) Do we have margins
for improving forecasting accuracy in macroeconomics modelings?, ii) Can we eas-
ily pin down some neural network architecture enabling time series forecasting?,
and iii) Are the available software tools capable to abstract away the computational
and programming complexity? We address these questions by analyzing the Italian
Industrial Production Index (IPI). IPI is acknowledged as a crucial macroeconomic
indicator to forecast short-term evolution of the Gross Domestic Product of many
industrialized countries, given the relevance of the manufacturing activity as the
driver of the whole business cycle [5]. The index is produced monthly, yet its re-
lease is characterized by a significant publication delay that limits its inclusion in
forecasting. Nevertheless, it attracts lots of interest as research topic to a central bank
willing to achieve good nowcastsand to enable thus better policy decisions. Tradi-
tional econometric models were proposed to forecast the behavior of IPI, ranging
from ARMA, ARIMA to VAR and BVAR [1], and to Bridge models [3, 10].

In this work we test the nowcasting ability of some kind of neural networks
against benchmark linear models.

2 Methods

Starting from their prototypical single neuron form in the 1950s, neural networks
(NNs) were abandoned for over 20 years because of limitations in available com-
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puting resources. They were increasingly applied in recent years, thanks to more
data availability and much greater computing power, to produce breakthroughs in
the accuracy of many Machine Learning classification tasks; see [8] for a gentle
introduction.

A NN is an oriented computational graph whose nodes, called neurons, are pro-
cessing units, while edges describe the connection pattern among the nodes. The
computational graph of a NN is customarily described by the following building
blocks:

1. An input layer, with m neurons,
2. An output layer, with n neurons (we assume z = 1 throughout the present paper),
3. Asetof K Hidden layers, K = 1.

This general architecture has a finer relevant distinction between shallow (K = 1)
and deep (K > 1) networks. Each layer is characterised by a cardinality, that is by the
number of neurons it contains. The processing task of each neuron consists in two
simple steps. The first one is a linear combinations among its input, the second one
computes a function defining the final state of the neuron. For a fixed architecture,
each neuron receives, processes and forwards information accordingly. One of the
main reason of the wide popularity of NNs lies in the theoretical property of shallow
ones to be universal approximators of any continuous function of several variables
on a compact set [7].These results play an important role in determining boundaries
of efficacy of the considered networks.

Our focus was on two classes of fully connected architectures: Feed Forward
(FNN) and Recurrent (RNN, [18]) networks.
FNNs are the most basic form of NN. A FNN is composed of one or more Hidden

X1
hi,1
X2 hy,1
X3 y
h
2,;
hi,g

Xm

Fig. 1 A Feed-Forward neural network with two hidden layers. The network has an Input layer
with m neurons, two Hidden layers with pyramid structure, and a single-node Output layer y.

layers of fully connected neurons. Each node in a layer gets inputs from every other
belonging to the previous one, combines and transforms them via a fixed activation
function, until it finally passes the information to every neuron in the successive
layer. We restricted our search to FNNs with K = 2 and pyramid structure [15]. An
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example of FNN is shown in Fig. 1, where n = 1. Due to the scarce number of ob-
servations, our search was limited to those structures with at most N/m neurons in
the first Hidden layer, N and m being the number, respectively, of observations in
the training set and input variables [19]. Issues related to the insufficient number of
observations are further discussed below.

RNNs are networks with memory. These architectures originate from sequence-
based research where there is temporal/order dependency.Fig. 2 (Left panel) depicts
a RNN.! Each Hidden layer in a RNN receives the current values of Input nodes,
along with the output produced by the preceding Hidden layer in the sequence.
Several types of recurrent structures were proposed in the literature, e.g. [6]. We re-
stricted our search to shallow RNNs, with Long Short Term Memory (LSTM) cells
[13, 9]. LSTM cells are equipped with Forget, Input and Output gates that confer
them both long-run memory and forgetting abilities, allowing new parts of the se-
quence to remain relevant. Formally, each LSTM cell receives the following three
inputs at every time #: the current values of Input nodes x’, its previous cell state
c;_l, and hidden cell state h’;], j=1,...,J,t=1,...,T; see Fig. 2 (Right panel).

onget
-1 J

Fig. 2 Left panel: A shallow recurrent neural network, with m input variables and hidden layer
with cardinality J. Right-panel: Detailed representation of a Long-Short Term Memory cell from
the hidden layer of the recurrent neural network.

For any NN, we consider several Training and Validation Process (TVP) strate-
gies: parameters of the network are estimated on a subset of observations, while
hyper-parameters for the optimization procedure are tuned on a validation sub-
set of data. To this purpose, we partitioned our dataset into Traning, Validation
and Test sets. Splitting was deterministic, based on the series’ temporal order. All
architectures considered recursively underwent TVP based on an expanding win-
dow. In all setups, the TVP was initialized with 70% of observations, say until #,
tt=4779%) . TH. The first 85% of the window’s data points was used for train-
ing, whereas the remaining was used for validation [4]; see the upper row of Fig. 3
for an intuition.

! An alternative representation to Fig. 2 consists of an unfolded sequence of FNNs.
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The NN was trained to nowcast target variable, say IPI'at £ < ¢t < T, and the result

Training Validation

| ]

Validation Training

1 |

Training Validation
| I

Fig. 3 Training-Validation Process. The first 85% obs. are used for training, the remaining for
validation (top), the first 15% obs. are held out for validation and training is performed based on
the last 85% (middle), training of the network is based on the whole set of available observations
and the last 15% are used for validation (bottom).

was stored. The window would then iterate the following: i) expand by one step
(from ¢! to ¢), ii) undergo TVP adjusting the size of the subsets to leave proportions
unchanged, i.e. 85% and 15%, with the parameters initialized to the estimates from
the previous step, iii) forecast the next value in time for IPI, and store it. The ex-
panding process stopped when the last forecast was produced, i.e. at £ = (T —1).
We separately accounted for m = 12 soft and m = 9 non-soft, or hard, indicators,
based on current practice for the IPI forecasting. Particularly, details on the non-soft
indicators, that correspond to the variables that are used to construct the PMI, may
be found in [2].

Different scenarios for TVP are outlined in the next paragraph, and depicted in Fig.
3. Changes in the TVP had a significant impact on the nowcasting accuracy of our
networks. This was largely expected, due to two different issues: the first was a con-
sequence of the scarce stability of the model, given the small amount of data points.
To partially overcome this limitation, search in the space of candidate network struc-
tures was restricted to those complying with the rule-of-thumbs mentioned above.
The second issue referred to a general economic circumstance, namely the 2008
great financial crisis (GFC). For any fixed architecture, forecasts produced by the
TVP outlined above would suffer the under-representation of after-GFC data points
in the training set. However, tuning would eventually push the estimates in the vali-
dation sample toward the lower level established after 2008. To emphasize the role
of observations following GFC in the training process, we proposed two solutions.
The first proposal trivially augmented the dataset with dummy indicator /2008, equal
to 1 for all observations recorded until December 2018, then equal to 0. Also, we re-
versed the approach from [4] and used the last 85% units for training, the first 15%
for validation; see middle row of Fig. 3. While this scheme proved successful in
accounting for most recent information, validation would eventually push estimates
toward the higher regime of GFC, before 2008. This led us to a third proposal for the
TVP, based on a recursive window with overlapping sets, that we refer throughout
as auto-TVP scheme. All records in the expanding window were used for training,
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while validation would account for the last 15%; see bottom row of Fig. 3. This ap-
proach managed to provide quite accurate forecasts, as reported by Table 1 below.
Finally, an auto-TVP rolling, or sliding, window scheme was also considered, with
fixed 70% size.

Input Model and TVP Horizon|MAPE (Std Dev) RMSE (Std Dev)

Hard Indicators FNN and Expanding window |1-year | 2.50% (2.67%) 3.78 (5.96)
2-years | 4.93% (4.65%) 6.75 (9.11)
FNN and Rolling window 1-year | 2.77% (3.50%) 4.56 (7.29)
2-years | 4.60% (4.51%)  6.53 (11.06)
Soft Indicators + l200s FNN and Expanding Window|1-year | 1.83% (2.40%) 3.41(8.07)
2-years | 3.23% (2.58%) 4.28 (5.02)
Soft Indicators FNN Rolling Window 1-year | 1.82% (1.42%) 2.36 (2.86)
2-years | 4.50% (3.96%) 6.18 (8.84)

Table 1 Performance evaluation of FNNs under different TVP strategies.

3 Benchmarking and comparing with Linear Models

The models we considered would take as input J lagged indicators, H real-time
features, and K lagged values of IPI itself. Formally,

pr=736,x7"+ ﬁa,-x;+ S BuPI™ + ¢! (1)
=0’ h=0 k=1

As already mentioned, we separately accounted for J = 12 soft and J = 9 hard
indicators, H = 3 real-time indicators, namely the northern power consumption, the
amount of road and rail cargo transports, and K = 1 lagged values of the target
variable.

The autoregressive linear model based on soft indicators yielded an overall Root
Mean Squared Error (RMSE) equal to 0.03, on the period 2010-2018.

As for the second set of hard features, evidence of a structural break in the linear
relationship between these indicators and IPI was previously acknowledged by the
econometric literature [2]. This is more apparent when troughs of the latter occur. As
a result, the linear model implemented revealed unstable, and performed poorly in
forecasting, with RMSE=0.13, and Mean Absolute Percentage Error (MAPE) equal
to 11.89%.

Details on the yearly results for the non-soft setting may be found in Table 2, where
NN with several TVP scenarios were considered. Remarkably, the linear model is
outperformed by NNs in most cases. See also Table 3.

A further application accounted for all indicators as input to a linear model, suc-
cessively reduced by stepwise selection process, i.e. J = 21. Performance of the
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model was robust to integration of the dataset, with a slight decrease recorded by
the RMSE, reaching 0.02.

MAPE | FNN-a FNN-b FNN-c FNN-Dum LSTM FNN-Rol  Lin
2010 | 7.07% 2.48% 1.92% 1.73% 2.37% 3.01% 19.39%
2011 | 4.18% 2.99% 2.52%  121%  248% 2.17% 17.68%
2012 | 451% 7.14% 291%  3.01%  5.82% 239% 11.75%
2013 | 3.87% 19.09% 1.51%  1.72%  2.65% 1.76% 12.56%
2014 | 230% 20.58% 127%  2.38%  2.13% 1.28% 11.35%
2015 | 1.92% 1839% 3.34%  2.33%  1.87% 4.08% 8.81%
2016 | 232% 16.11% 3.06%  4.52%  1.68% 537%  9.34%
2017 | 5.99% 1223% 326%  2.65%  3.23% 2.65%  9.02%
2018 | 15.68% 8.10% 224%  5.57% 3.71% 0.75% 10.87%
Overall | 4.02% 13.02% 2.50%  2.57% 2.87% 2.77% 11.89%

Table 2 Yearly and overall nowcasting performance of different NNs with hard indicators.

Model and TVP Input MAPE (Improvement on linear model)
FNN; Expanding Window | Hard Indicators 2.50% (-79.01%)
FNN; Expanding Window | Hard Indicators+/2008 2.57% (-78.42%)
FNN; Rolling Window Hard Indicators 2.77% (-76.75%)
LSTM; Recursive Window | Hard Indicators 2.87% (-75.90%)
LSTM; Recursive Window | Hard Indicators+/290s 3.03% (-74.53%)
FNN; Recursive Window | Soft Indicators+/2008 1.90% (-9.91%)
FNN; Rolling Window Soft Indicators 1.83% (-13.13%)

Table 3 Comparisons of the best NNs and improvement over the corresponding linear model.

4 Concluding remarks

In this paper we have employed neural network technique for macroeconomic fore-
casting. In particular we have applied these techniques to the IPI forecasting task. As
a result, some of the model architecture provided competitive near-term forecasting
performance, while not requiring any domain knowledge on the relationships and
dynamics among the features considered. However, there are at least two relevant
issues to emphasize. First, learning of neural network models can require a high
level of computational power and take a long time to converge. As a second point,
network performance depends heavily on the amount of training data, especially for
deep architectures. As a consequence, hyper-parameter tuning plays a crucial role
when training of a neural network is based on few observations.

There are a few ways that we expect to improve forecasting accuracy as we keep
working on this project. First, we anticipate that the inclusion of a whole set of in-
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dicators, with monthly or higher frequency, should sensibly improve our models.
Also, techniques for data augmentation would likely favor more stable predictions,
both in the training and in the hold-out sample. A second avenue we deem promising
is the adoption of more advanced architectures, such as convolutional and time de-
lay networks. Furthermore, we think that the employment of deep learning models
could be integrated in our models by taking advantage more extensively of parallel
processing paradigms with open or commercial software.
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Modelling weighted signed networks
Modellazione di reti segnate pesate

Alberto Caimo and Isabella Gollini

Abstract In this paper we introduce a new modelling approach to analyse weighted
signed networks by assuming that their generative process consists of two models:
the interaction model which describes the overall connectivity structure of the rela-
tions in the network without taking into account neither the weight nor the sign of the
dyadic relations; and the conditional weighted signed network model describes how
the edge signed weights form given the interaction structure. We then show how this
modelling approach can facilitate the interpretation of the overall network process.
Finally, we adopt a Bayesian inferential approach to illustrate the new methodology
by modelling the Sampson’s influence network.

Abstract In questo articolo, introduciamo un nuovo approccio modellistico per
analizzare reti segnate pesate supponendo che il loro processo generativo sia cos-
tituito da due modelli: il modello d’interazione che descrive la struttura connettiva
generale della rete senza tenere in considerazione né il peso né il segno degli archi;
e il modello per la rete segnata pesata che descrive come gli archi segnati pesati
si creino condizionatamente alla struttura d’interazione. Mostriamo quindi come
questo approccio modellistico possa facilitare l'interpretazione del processo re-
lazionale generale. Per concludere, adottiamo un approccio inferenziale bayesiano
per illustrare la nuova metodologia attraverso la modellazione della rete di Samp-
son sulle relazioni d’influenza.

Key words: Signed networks, weighted networks, exponential-family network mod-
els, Bayesian inference.
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1 Exponential random graph models

Relations between actors on social networks often consist of positive and negative
interactions. And typically these interactions have weights assigned to them. The re-
lational structure of a network graph is represented by an adjacency matrix y whose
elements y; ; are defined by a value corresponding to the intensity of the interaction
between any pair of nodes.

Exponential random graph models (ERGMs) are a particular class of discrete linear
exponential families [8, 17] which represent the probability distribution of a network
Y on a fixed set of nodes as:

p(y]6) = h(y)exp{6's(y) — w(6)}, (1)

where h(y) is a reference distribution [10] specifying the model for the data be-
fore any network effect is considered; s(y) is a known vector of p network statistics
measuring the quantity of some selected sub-graph configurations in the network
[14], 6 € R? is the parameter vector associated to the vector of network statistics,
and y(0) is a normalising constant which is typically computationally difficult to
evaluate for all but trivially small networks [12]. The dependence hypothesis at the
basis of the ERGMs is that the observed network structure is the result of a genera-
tive process in which edges self organise into sub-network configurations. There is
a wide range of possible network configurations which gives the flexibility to adapt
ERGMs to various different contexts. A positive parameter value for 6; results in a
tendency for the certain configuration corresponding to s;(y) to be observed in the
data than would otherwise be expected by chance.

2 ERGMs for weighted signed networks

A weighted signed network graph between N nodes can be described by N x N
adjacency matrix Y where:

v — i #0, iconnected toj;
"/ \i,j =0, i not connected toj.

The connection value of y; ; represents the weight of positive and negative edges
between nodes.

ERGMs have recently been generalised to binary signed networks [9]. In this paper
we adopt a new modelling approach for weighted signed networks by assuming the
existence of two distinct processes: the interaction process determining the presence
or absence of an interaction between the nodes (see also [11]), and the conditional
weighted signed process which is describing the joint structure of the positive and
negative weight relations given the interaction process. We distinguish between an
interaction variable A and a weighted signed variable X by assuming that the prob-
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Fig. 1 Structure of the model: (@
(a) interaction process; (b)

conditional weighted signed
network process. Ay =

(b)
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Aij=1, @
O\ O
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@

ability of Y represents the joint probability of A and X:

Pr(Y=y)=Pr(X=x,A=a)=Pr(X=x|A =a) xPr(A =a).

In particular, we assume that the overall weighted signed network process can be
jointly modelled by a joint conditional weighted ERGM process for the positive
weighted edges (X™) and the negative weighted edges (X™), so that for any dyad
(i,7) we have:

ij =

Pr(Yij=yij | Yij>0) =Pr(X;; =x', | Aij=1,05) xPr(A;; = 1 6,);
Pr(Yi; =yij | Yij <0)=Pr(X;; =x;; [Aij =1,05) XPr(Ai; = 1] 64),

where:
- _Jaij=1, iconnectedtoj;
"/ \ai,j =0, i not connected toj.

It is important to notice that positive and negative processes are not conditionally
independent given A as the two signed structures X and X~ are mutually exclusive
given A.

We therefore propose to model the interaction process assuming that A | 64 ~
ERGM(6,4) and the weighted network process assuming that X is modelled by two
joint weighted signed ERGM processes: one for positive edge relations and one for
negative edge relations with parameters 9} and 0y, respectively. Figure 1 shows
the structure of the interaction/weighted signed modelling framework proposed.
The conditional weighted ERGM processes can be defined according to specific
forms of weighted network model. ERGM modelling approaches for weighted net-
works include the multi-valued curved ERGMs [18], generalised ERGMs for in-
ference on networks with continuous edge values [6]; Geometric/Poisson reference
ERGMs for ordinal/count networks [10]; and the hierarchical multilayer ERGM ap-
proach for polytomous networks [4].
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3 Bayesian inference

Bayesian methods are becoming increasingly popular as techniques for modelling
social networks. Following the Bayesian paradigm, prior distribution is assigned to
0. The posterior distribution of 0 given the observed network data y is:

~ plyl6)p(6)
p(Oly) = o

From an ERGM viewpoint, direct evaluation of p(6|y) requires the calculation of
both the likelihood p(y|6) and the marginal likelihood or model evidence p(y)
which are typically intractable. According to our modelling framework, the param-
eter posterior distribution defined in Section 2 can be written as:

p(05.0%,04 | x" x7,a) < p(x",x" | a,07,05)p(05,05)p(a|04)p(64). (2)

where:

e pla]|6y)c<h(a) exp{Oss(a)} is the interaction ERGM likelihood;

e p(x*,x |a,0y,0y) is the joint weighted signed ERGM likelihood conditional
on the interaction relations;

e p(6%,65%) and p(6,4) are the prior parameter distributions.

To estimate the parameter posterior density defined in Equation 2, we adapt the
approximate exchange algorithm for Bayesian ERGMs [1, 2] implemented in the
Bergm package [3] for R [13].

4 Application

Sampson’s monk directed network [15] contains ratings between monks related to
a crisis in a cloister in New England (USA). In particular, we focus on the posi-
tive/negative influence between monks and we want to use the ERGM generative
process defined above to describe the connectivity structure of the weighted signed
directed network.

4.1 Model specification

We include the following network statistics for the binary undirected interaction
ERGM model:

e Edge statistic (edges) is the number of edges in the network capturing the net-
work density effect.
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Fig. 2 Graph structure of the
Sampson’s monk network. m

Weighted black edges corre-
spond to positive influence

relations; gray edges corre-

spond to negative influence
relations.

Geometrically weighted edgewise shared partner statistic (gwe sp) captures the
tendency towards transitivity, i.e., the tendency of edges to be connected through
multiple triadic relations simultaneously [16]. We fix the decay parameter of the
gwesp statistic to be equal to 2.

We assume that the conditional weighted signed network model follows a con-
strained ERGM process with a uniform/truncated geometric reference distribution
[10, 7] so that h(xt,x7;a) = 1.

We include the following directed network statistics for the joint conditional weighted
signed ERGM model:

It

Weighted-sum statistic (sum) is the sum of the edge values capturing the weighted
density effect.

Mutual-min statistic (mutual (min) ) is the sum of the minimum weighted mu-
tual edge value capturing the weighted network reciprocity effect.
Transitive-weights statistic (transitiveweights) captures the tendency to-
wards transitive clustering in the weighted network.

Cyclical-weights statistic (cyclicalweights) captures the tendency towards
cyclical clustering in the weighted network.

is important to emphasise that the set of the network statistics to include for

describing the positive and negative structures is not necessarily the same so that
we can formulate different connectivity hypothesis for the positive and negative
weighted network processes.

4.2 Prior specification

We specify vague prior distribution for all the parameters in both interaction and
conditional weighted signed network model:

05 ~ Np(L=0,Z=101,); 05 ~ A (1 =0,E=101,); 04 ~ A/ (u=0,Z =101,).
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where I is the identity matrix. In this example, the model specification for the joint
weighted signed process consist of the same set of network statistics for both the
positive and the negative weighted structure.

4.3 Results

The posterior density estimates displayed in Table 1 show that the interaction net-
work process A|6, is sparse (negative value for the edges parameter) and the in-
teractions tend to organise into triadic clusters (positive value for gwesp (2) ). The
positive mutual (min) parameter estimate in the conditional positive weighted
signed ERGM process X |X ™, A, 0;; explains the tendency towards reciprocation
of positive influence relations. It is important to notice that the positive tendency
towards clustering that we generally expect in positive weighted networks is mainly
captured by the gwesp (2) effect in the interaction model. The negative triadic
parameter (transitiveweights and cyclicalweights) estimates for the
conditional negative weighted signed ERGM process X~ |X*,A4, 6y confirm the as-
sumption of the structural balance hypothesis of “the enemy of an enemy is a friend”
or “the friend of an enemy is an enemy” [5].

Table 1 Parameter posterior estimates for the interaction / weighted signed network model.

Network statistic Mean Std. Err.

. edges —1.42 0.51
Interaction gwesp (2) 0.19 0.06
sum —0.11 0.21

Positive weights mutual (min) 0.82 0.38
gnts transitiveweights 0.03 0.20
cyclicalweights 0.01 0.16

sum 0.37 0.21

Neeative weichts mutual (min) 0.22 0.40
g & transitiveweights —1.56 0.35
cyclicalweights —0.64 0.17

4.4 Model assessment

A way to examine the fit of the data to the estimated posterior distribution of the
parameters is to implement a graphical Bayesian goodness-of-fit procedure. In the
Bayesian context, simulated networks are simulated from a sample of 100 parame-
ter values randomly drawn from the estimated posterior distribution and compared
to the observed data according to some network statistics. The plots in Figure 3
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Fig. 3 Goodness of fit diagnostics plots showing the distribution of a set of networks simulated
from the estimated posterior density of Table 1 centred on the observed network statistics for (a)
Interaction model; (b) Positive weighted signed model; (¢) Negative weighted signed model.

suggest that the proposed model is a reasonable fit to the observed data as most of
the probability mass of the simulated network statistics is concentrated around the
observed network statistics.

5 Discussion

We have presented a flexible model able to capture the dependence structure of
weighted signed networks. In particular, given the interaction between nodes in the
network we have proposed to model the weighted signed network dependencies by
introducing a weighted signed ERGM processes for joint modelling the structure
of negative and positive edges and adopting a Bayesian approach. As demonstrated
in the illustration, the model is able to facilitate the interpretation of the complex
dependence structure of weighted signed networks by making use of interpretable
network effects and the assessment of structural balance in signed networks.
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Issues on Bayesian nonparametric measures of
disclosure risk

Questioni su misure Bayesiane nonparametriche di
rischio di ”disclosure”

Federico Camerlenghi, Cinzia Carota and Stefano Favaro

Abstract Consider a microdata sample from a finite population, such that each
record contains two disjoint types of information: identifying and sensitive informa-
tion. Any decision about releasing data is supported by the estimation of measures
of disclosure risk, which are functionals of the number of records with a unique
combination of values of identifying variables. The work of [7] first explored the
use of exchangeable random partitions to estimate a common measure of disclosure
risk: the number of unique sample records that are also unique population records.
In this paper we revisit the work of [7] from a Bayesian nonparametric perspective,
and we discuss new potential research directions in the fields.

Abstract Si consideri un campione di microdati da una popolazione finita, dove
ogni record contiene due informazioni disgiunte: informazioni identificative e sen-
sibili. Ogni decisione sul rilascio dei dati ¢ supportata dalla stima di misure del
rischio di “disclosure”, che sono funzione del numero di record con una combi-
nazione unica di valori delle variabili identificative. Il lavoro di [7] ha studiato per
la prima volta l'uso delle partizioni aleatorie scambiabili per la stima di un co-
mune rischio di "disclosure”: il numero di record campionari unici che sono anche
record di popolazione unici. In questo articolo rivisitiamo il lavoro di [7] in ottica
Bayesiana nonparametrica, e discutiamo nuove direzioni di ricerca.

Key words: Bayesian nonparametrics; Dirichlet process prior; disclosure risk; em-
pirical Bayes; exchangeable random partitions; identifying and sensitive informa-
tion.
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1 Introduction

Consider a microdata sample (Xj,...,X,) from a finite population of size N > n,
such that each sample record X; contains two disjoint types of information: iden-
tifying information and sensitive information. Identifying information consists of
the values of categorical variables, which might be matchable to known units of
the population. See, e.g., [1] and [9] for a comprehensive account on these types of
information. A risk of disclosure arises from the possibility that an intruder might
succeed in identifying a microdata unit through such a matching and hence be able
to disclose sensitive information of the unit. To prevent disclosure, any decision
about releasing data is supported by the estimation of measures of disclosure risk,
which are suitable functionals of the number of records with a unique combination
of values of identifying variables. Indeed, assuming no errors in the matching pro-
cess or data sources, for unique records the match is guaranteed to be correct. When
sample records are cross-classified according to the identifying variables, the micro-
data sample is partitioned in K,, < n non-empty cells, labelled by {X,... Xk, }, M;,
of which have frequency i, for i = 1,...,n. Two common measures of disclosure
risk are: i) the number v; of unique population records; ii) the number 7; of unique
sample records that are also unique population records.

The work of [7] first explored the use of exchangeable random partition to es-
timate 7. His ideas can be described in terms of an urn scheme, where records
belonging to the cell X;* are depicted as balls of the same color. Using Samuels’
terminology, let (X;);>; be a superpopulation of colored balls belonging to a (ide-
ally) infinite number of colors (X;*);>; with unknown composition P = (p;);>1, i.e.
pi is the probability of drawing a ball of color X;*, with ¥~ p; = 1 almost surely.
Then, consider a population (Xi,...,Xy) which a random sample from P such that:
i) (X1,...,X,) is an initial observable random sample from P; ii) (X1, - -, Xn—n) I8
an additional unobservable random sample from P. In particular, (Xi,...,Xy) takes
on the interpretation of the population records, of which the subsample (Xi,...,X,)
are the observable sample records. A natural way to make inference on the com-
position of the population (Xi,...,Xy) from (X,...,X,) is to immagine sampling
the remainder of the population (X;,11,...,Xy—,) from the posterior distribution of
P given (Xj,...,X,). The problem of estimating 7; can thus be stated as follows:
given a urn whose initial composition is (Xj,...,X,), and given (N —n) draws from
the urn, how many colors which are unique in the initial state will remain unique at
the final state?

[7] addressed this problem under an urn scheme introduced by [5] in (mathemat-
ical) population genetics. Specifically, consider an urn that initially contains only a
black ball with mass 6 > 0, and apply iteratively the following sampling scheme: 1)
if we pick the black ball then it is returned with a ball of a new color with mass 1; ii)
if we pick a non-black ball then it is returned with a ball of the same color with mass
1. Let M; , denote the number of colors with frequency i > 1 after n draws, namely
the number of unique sample records. By relying on the sole sampling scheme, [7]
showed that the expected 7; is
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n+6-—1

"N o1

ey
with my , being the observed number of unique cells. [7] then specified 6 via maxi-
mum likelihood, that is by choosing the value @ that maximizes the likelihood func-
tion for sample records. From [5] this corresponds to solve, with respect to 6, the
equation k, = ¥ <<, 8/(0 + j), with k, being the observed number of distinct
cells. Experiments in [7] show that the estimator (1) leads to a systematic underes-
timation of 71, which worsen as N and n become large.

In this paper we revisit and discuss the work of [7] from a Bayesian nonparamet-
ric perspective. We derive Bayesian nonparametric estimators of v; and 7; under
a Dirichlet process prior ([4]) for the unknown composition P of the superpopula-
tion. These estimators have simple closed-form expressions, and they are obtained
by a direct application of results by [3] on conditional formule for Gibbs-type ex-
changeable random partitions. Not surprisingly, our estimator of 7; coincides with
Samuels’ estimator (1), showing that (1) is a Bayesian nonparametric estimator of
71, with respect to a squared loss function, under a Dirichlet process prior for P.
This provides with a Bayesian derivation of Samuels’ estimator, and it paves the
way to discuss the following issues: i) the problem of uncertainty quantification for
Samuels’ estimator; ii) the interpretation of (1) as a Bayesian smoothed version of
the nonparametric estimator m ,n/N, which is the naive estimator of 7| when my ,
is used as an estimator of v; ([1]); iii) the problem of estimating v; and 7| under
generalized Dirichlet priors, e.g., the two parameter Poisson-Dirichlet prior ([6])
and, more generally, any prior in the class of Poisson-Kingman models ([6]); iv) the
problem of extending the approach of [7] to deal with the presence of structurally
empty cells (structural zeros).

2 Bayesian nonparametric measures of disclosure risk

For any 6 > 0, let (v;);> be a collection of independent random variables with v;
distributed according to a Beta distribution with parameter (1, 0), and let (p;);>1 be a
sequence of random variables defined as follows: p; =v; and p; = v;[]1<j<i (1—
% j), for any i > 2. Furthermore, let (X,-*)iz 1 be a collection of random variables
independent of (v;);>; and independent and identically distributed according to a
nonatomic probability measure 4. The Dirichlet process prior with parameter 8 and
base distribution @ is defined as the law of the random probability measure Py o, =
Yisi PiSX,.*~ We assume a Dirichlet process prior on the unknown composition P of

the superpopulation. Then, the sample record (Xj,...,X,) is a random samples from
P97a0, i.e.,
Xt Xa|Po % Pog @
Pooy ~ 7
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with & denoting the law of Py ;. Due to the (almost sure) discreteness of 2,
we expect ties in a sample (Xp,...,X,) from Py o, . Specifically, (Xi,...,X,) fea-
tures K, = k, < n distinct types, labelled by {X[,...,Xg }, with frequencies N, =
(Ntns---\Ngyn) = (R1 ;.. g, ) such that N;, > 1 and Yy <;<g, N;n = n. The dis-
tribution of the random variable (K, Ni 4, ..., Nk, ») models the composition of the
(observable) sample records. We refer to [6] for a comprehensive account on the dis-
tribution of (K,,Ni 4, ...,Nk, »), which is known as the Ewens sampling formula.

We now present a description of the composition of the additional (unobservable)
random sample (X, 1,...,Xy—n). As recalled in the introduction, this is assumed to
be a random sample from the posterior distribution of Py given (Xj,...,X,). In par-
ticular, due to the conjugacy of the Dirichlet process prior ([4]), the law of Py given
(X1,...,X,) is the law of the Dirichlet process Po.,¢y+e, With e, =n~' ¥ 1<) x,.
Let {Y/,... 7YJ*M} be the labels of the Jy_, < N —n distinct types in the addi-
tional sample(X,11,...,Xy—,) that do not coincide with any of the X;*. Moreover,
let 0 < Vy_, < n be the number of X,,.;’s that do not coincide with any of the X*’s,
and set

i) Sv—n=(SiN=ns---+Sk, N—n), Where S y_, is the number of X, ;’s that coincide
with the label XJ* for any j=1,...,K,, such that S;,, > 0 and Yi<j<k,Sjn =
n—Vy;

ii) Rv—n = (Rin—n,--- Ry, N—n), Where R;jn_, be the number of X,;’s that
coincide with the label Yj*, for any j=1,...,Jy_y, such that R;, > 1 and
Yi<j<, Rjn="Va

The conditional distribution of the random variable (Sy—,, Vv—n,Jn—n, Ry—n) given
(KusNi g, - - -, Nk, ») models the composition of the additional unobservable sample.
We refer to [3] for additional details on (Sy—_p, VN—n,Jn—n, Ry—n), as well as for its
numerous distributional properties, i.e. conditional Ewens sampling formula.

Under the Bayesian nonparametric model (2), we consider the problem of esti-
mating v; and 7;. First, we give a formal definition of v; and 7| in terms of the
random variables K, N;, Jy—n, Sin—n and R; y_, introduced above. In particular,
we can write

Kn Jn
Vi = Z ]]'{Ni.n+si7N—n:l} + Z LR =1}
i=1 i=1

and
K)l

= Z IL{Ni,11+Si.N—11:]}'
i=1
We consider the problem of deriving a Bayesian nonparametric estimator of v; and
71 with respect a squared loss function. That is, we want to compute the condi-
tional expectation of v; given the sample records (Xi,...,X,), and the conditional
expectation of 7 given the sample records (Xj,...,X,). These results follows by a
direct application of Equation 23 and Equation 24 in [3]. It is worth pointing out
that results in [3] can be applied also to derive high-order moments of the posterior
distribution. Furthermore, these moments may lead, with additional effort, to the
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posterior distribution of v; given (X,...,X,). Here, for the sake of simplicity, we
focus on the expected value of the posterior distribution.

Proposition 1. Let (Xi,...,X,) be sample records consisting of K, = k, non-
empty cells with corresponding frequencies N, = (n1y,...,n, ,) and such that
min = Yi<i<k, 1{n;,=1}- Under the Bayesian nonparametric model model (2), one
has '

[k,
n 0+n—1
E Iy v | Xy,....X,| = ———m—
i:Zl {Nx,rﬁ’sz,an*l}‘ 15 s An 6+N71m1,n
and
Jn 0
E .. _n|Xq,....X,| = ———(N—n).
l; Rinon=1} 1 X1, 9+N—1( n)

Proposition 1 provides a simple closed-form expression for a Bayesian nonpara-
metric estimator, with respect to a squared loss function, of v; and 7;. In particular,
we have

. 0+n—1 0
Vi ::E[Vl'Xl,...,Xn}: 9—|—N—lm1’n+9+N—l(N_n) (3)
and 0+ |
n—
T ::E[Tllxla"' Xl’l] = 9+N71m1*n' (4)

Observe that the number M , of unique sample records is sufficient to estimate the
measures 7y and vi. That is My, is the sole information contained in the random
sample (Xi,...,X,) that is required to estimate 7| and v;. To the best of our knowl-
edge, the estimator V; in Equation (3) is the first example of a Bayesian nonpara-
metric estimator of v;. With regards to Equation (4), the Bayesian nonparametric
estimator %, coincides with Samuels’ estimator (1). Then, our result provides with a
proper Bayesian derivation of Samuels’ estimator (1) as posterior expectation under
a Dirichlet process prior. While this is an interesting result, it is not surprising due to
the well-known interplay between Hoppe’s sampling scheme and the Dirichlet prior

([3D.

3 Discussion

We revisited the work of [7] from a Bayesian nonparametric perspective. In partic-
ular, we introduced a Bayesian nonparametric estimator of v;, and we showed that
Samuels’ estimator (1) is a Bayesian nonparametric estimator of 7, with respect to
a squared loss function, under a Dirichlet process prior for P. Then, the estimator
7; may be viewed as a Bayesian smoothed version of the naive estimator m; ,n/N
discussed by [1] and [9]. In particular, as N and n become large, the effect of the
smoothing prior parameter 0 vanishes, and 7; becomes approximately the naive
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estimator. This motivates the underestimation phenomenon discussed in [7]. Our
Bayesian derivation of Samuels’ estimator (1) introduces a natural way to deal with
the problem of uncertainty quantification, which was missing in the original work
of [7]. With some effort results in Section 3.1. of [3] can be applied to derive the
posterior distribution of v; given the sample records (Xj,...,X,), and the posterior
distribution of 7; given the sample records (X, ...,X,). This posterior distributions
then provide with natural tools for quantifying uncertainty for the estimators ¥; and
1.

Given our derivation of Samuels’ estimator (1), one may consider the use of dif-
ferent prior distributions for the unknown composition P of the superpopulation.
For instance, one may consider the use of the celebrated two-parameter Poisson-
Dirichlet prior ([6]). Under this prior assumption one may still relies on results in
[3] to derive the posterior distribution of v; given the sample records (Xi,...,X,),
and the posterior distribution of 7; given the sample records (Xj,...,X,). In general,
results [3] provide useful tools to deal with Bayesian nonparametric estimation of
v; and 7; under sufficiently flexible prior assumptions. It remains an open problem
to adapt our Bayesian nonparametric approach to deal with structural zeros. In that
regard a concrete direction of research would consist in making use of a Dirichlet
process prior with a spike and slab base measure (see, e.g., [8] and [2]). In other
terms, the nonatomic base distribution ¢ is replaced by a base distribution of the
form o (&) = §+ (1 — &) o, with § € [0,1] and o being a nonatomic distribu-
tion. The parameter { in then used to include the information on structural zeros,
taking on the interpretation of the proportion of structural zeros in the population or
records.
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Hierarchies of nonparametric priors
Gerarchie di distributzioni iniziali nonparametriche

Federico Camerlenghi, Stefano Favaro and Lorenzo Masoero

Abstract Hierarchical processes are extremely popular tools in Bayesian nonpara-
metrics, particularly suited to induce probabilistic dependence across observations
coming from different, though similar, studies. In the present paper we discuss di-
verse classes of hierarchical processes tailored for species and feature models. We
first focus on hierarchical random probability measures [8], clarifying how these pri-
ors are useful in presence of populations of animals composed by different species.
We then move to feature models, which generalize species sampling models by al-
lowing every observation to belong to more than one species, now called features.
We introduce a new class of hierarchical priors designed for such a setting, whose
distributional properties will be the subject of an ongoing work [3].

Abstract I processi gerarchici sono strumenti molto utili in Statistica Bayesiana
nonparametrica, spesso indicati per indurre dipendenza probabilistica tra osser-
vazioni che provengono da esperimenti diversi, ma simili tra loro. Nel presente la-
voro discuteremo diverse classi di processi gerarchici pensati per modelli di specie
o caratteristiche. Prima di tutto introdurremo le misure di probabilita aleatorie ger-
archiche [8], chiarendo come queste possano essere usate nel contesto delle specie.
Successivamente ci focalizzeremo su una generalizzazione dei precedenti modelli,
dove ogni osservazione puo appartenere a piit specie contemporaneamente, che ora
prendono il nome di caratteristiche. Introdurremo una nuova classe di distribuzioni
iniziali per tali modelli, le cui proprieta saranno oggetto di un lavoro futuro [3].
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1 Introduction

In the present paper we consider observations coming from multiple, though similar,
populations, and we define general classes of nonparametric priors suitable to carry
out full Bayesian inference under the framework of partially exchangeable data. To
fix the notation, we consider a common probability space (Q,.<7,IP) and we de-
note by (7, %) a Polish space equipped with the corresponding Borel c—algebra;
we further denote by Py the space of all probability measures over (Z, %"). The
Jjth observation of population i will be indicated as Z; ;, and it is assumed to be a
Z—valued random element defined on (2,.27,P). The ideally infinite sequences of
observations Z; := (Z; ;) j>1, fori=1,...,d, are supposed to be partially exchange-
able [11], more precisely this means that (Z;,...,Z,) 4 (mZy,...,myZ,), where
mZ; = (Zi,m-( j)) j>1 and 7, ..., 7y are finite permutations on the natural numbers.
Thanks to the de Finetti representation theorem, the sequences Z;’s are partially
exchangeable iff there exists a probability measure Q; over IP%, such that

d n;
NNz, €Ai))

i=1j=1

d n;
: - /]P" HHpi(Ai,j)Qd(dPl,...,dpd) (1)

zi=1j=1

for any (ny,...,ny) € IN? and for any collection of Borel sets AijeZ, as j=
1,...,n;, i =1,...,d. The measure Q; in (1) is termed de Finetti measure and it
works as a prior distribution to carry out Bayesian inference. A large amount of
Bayesian nonparametric literature has recently focused on the choice of the distri-
bution Q, to induce dependence across the d groups of observations. In the present
paper we will define classes of priors which induce probabilistic dependence in a hi-
erarchical fashion. More precisely we discuss two constructions particularly suited
for species and feature models.

In the species setting each observation Z; ; represents the species’ label of an an-
imal belonging to a population composed by different species, whose proportions
are supposed to be completely unknown. Species estimation founds numerous ap-
plications in several scientific disciplines and its importance has grown in recent
years. See, e.g., [6, 7]. General classes of nonparametric priors for this type of ob-
servations have been recently introduced and investigated by [8], where the authors
provide suitable generalizations of the well-known Hierarchical Dirichlet Process
[18, 19] along with fundamental distributional results. The model proposed in [8]
will be discussed and reviewed in Section 3.

Feature models generalize species sampling models by allowing every observation
to belong to more than one species, which are now called features. Each observa-
tion Z; ; is endowed with a finite set of features which are chosen among a possi-
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bly infinite collection and may be conveniently represented as counting measures
Zij=Yi>14 j7k6xk, where the x;’s represent the features, while the g; ;s are the
associated weights. These models have been first applied in ecology to indicate the
presence or absence of animals in a trap [10], in such a situation the features rep-
resent species’ labels, while a; ;x = 0 if the trap contains species k, 0 otherwise.
Moreover many data analysis problems can be seen as discovering a set of latent
features within a population. For example, we might be interested in learning latent
topics from a set of documents or learning latent ancestral groups from genetic data
[2, 16]. A Bayesian nonparametric (BNP) approach further enables the total num-
ber of latent features present in the data to be unknown and to grow as more data
are collected. To achieve the full flexibility of this approach while allowing practi-
cal inference, a number of authors have developed a very general BNP formalism
that allows conjugacy and thereby efficient inference for the infinite models of BNP
[5,9, 13]. Particular examples that fit within this framework have found wide appli-
cation [1, 2, 4, 12, 14, 21]. However, more complex modeling framework is desired
when one is provided with multiple populations, such as multiple collections of
documents. For this reason in Section 4 we will define a new Bayesian hierarchi-
cal model tailored for feature models, this in turn leads us to the specification of a
distribution Oy when the observations Z; ; are counting measures. Posterior analysis
and distribution theory for the prior presented in Section 4 will be the subject of an
ongoing work by the same authors [3].

The rest of the paper proceeds as follows. The hierarchical priors we are going to
introduce here are constructed by means of Completely Random Measures (CRMs),
which are briefly recalled in Section 2. We then move to define hierarchical random
probability measures for multiple populations of species in Section 3, we finally
introduce the new class of priors designed for feature models in Section 4.

2 Basics on Completely random measures

Completely Random Measures (CRMs) are effective tools to define nonparamet-
ric priors in Bayesian literature. In the present section we recall some basics on
CRMs. Let us denote by Mz, the space of all measures on (Z, %) which are finite
on bounded sets, i.e. 4 € My iff it satisfies ft(A) < +oo for any for any bounded
set A € Z. We further assume that Mz is equipped with the corresponding Borel
o—algebra .y,

Definition 1. Let (2,27, P) be a probability space, a Completely Random Mea-
sure (CRM) i is a measurable map defined on (2,7, P) and taking values in
(Mg, .#7z), such that the random variables fi(A;),... fi(A;) are independent for any
choice of disjoint Borel sets Ay, ...,A; € Z and for any k > 1.

CRMs have been first introduced by Kingman [15], who proved that {i may be
decomposed into the sum of three main parts: a diffuse measure, an infinite sum
of random jumps at fixed locations, an infinite sum of random jumps at random
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locations. In the present paper we consider CRMs of the latter type, for which there
exists a sequence of positive jumps (Ji)i>1 and a sequence of random atoms (Z; ) >1
such that the CRM ji may be written as

fi=1Y Jidz
=1

The probability distribution of a CRM may be characterized in terms of the Laplace
functional, defined as

Ele~ fzf(Z)ﬂ(dZ)] = exp {—c/ /m(l - esf(z))v(ds,dz)} ()
zJo

where v(ds,dz) is called the Lévy intensity of the CRM fi and we assume that it
can be decomposed as v(ds,dz) = p(s)dscP( Dz), where p is a positive function
on R*, ¢ > 0 and P is a probability measure on (Z, %) called the base measure
of the sequence. This is equivalent to assuming that the two sequences of jumps
(J)k>1 and atoms (Z{)>1 are independent. We will write CRM(p;cP) to denote
the distribution of the CRM i having the Laplace functional (2) with v(ds,dz) =
p(s)dscP(dz).

3 Hierarchical priors for species models

In the species’ setting the data point Z; ; represents the species’ labels of individ-
ual j in the ith group of observations. In such a framework Z; ; comes from an
unknown probability distribution, say p; = Y1 pi«0;,, where z; denotes the label
of the species while p; x is its proportion in population i. We choose a hierarchical
normalized completely random measure to model our prior opinion on the vector of
probabilities (p1,..., pg). Let us first recall that we may define a random probability
measure by simply normalizing a CRM [i =}~ Jkéz;:

so B vk
P=am =% (3)

where J := Y1 Jx = fi(Z). Such a construction has been proposed by [17] and
(3) is called Normalized Random Measure with Independent Increments (NRMI) p.
The distribution of 5 will be denoted as NRMI(c, p; P). Note that 5 in (3) is well
defined if one assumes that IP(0 < fi(Z) < ) = 1, which is guaranteed iff the two
conditions

/mp(s)ds = +oo, /wmin{s, 1}p(s)ds < +oo
Jo 0

are satisfied. Being provided with d different random probability measures py, ..., py,
one may enable dependence across them in the following hierarchical fashion:
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BilBo " NRMI(c;, pis o) i=1,....d “
Po ~ NRMI(co, po; Py).-

where P is a diffuse measure on (Z, ). In (4) the base measure referring to each
pi, for i = 1,...,d, is taken to be random and equals another NRMI py: such a
construction allows for sharing of species across py,..., p4. The distribution of the
vector of hierarchical NRMIs (py, ..., py) induces a prior distribution Q, as in (1)
that can be used in the context of multiple populations of species.

4 Hierarchical priors for feature models

In the feature setting we have observations from multiple populations and we are
interested in constructing hierarchical feature models, for this reason we introduce a
hierarchical generalization of CRMs. In such a framework a typical observation Z is
a counting measure of the type Z = Y~ ax0x,, Where x; is the feature and ay is the
weight associated with feature k. For instance Z may describe the composition of a
trap, in such a situation the x;’s are the species’ labels of the animals in the whole
population and a; € {0, 1}, with a; = 0 if animal £ is in the trap or O otherwise. A
typical condition that is required is that } ;> L1, -0} < oo, i.e. the total number of
features associated with each observation is finite. More generally, now denote by
X the space of features’ labels and 2~ will be the respective o—algebra. In order
to define a vector of hierarchical CRMs, first consider a base CRM [iy having Lévy
intensity given by po(s)dscoPy(dx), where Py is a non-atomic probability measure
on the Polish space (X, .2"), hence fig ~ CRM(po;coPy). We know that fiy can be
represented in terms of the points { (%o x, %) }x>1 of a marked Poisson point process
on R* x X as follows
fio=Y hoyby, as.
k>1

Conditionally given fly, we now define the vector of CRMs ({i;,..., 1), ford > 1,
as follows

| o 4 Y Riibs, Q)

k>1

where (h;4)x>1 are sequences of positive jumps for population i. In order to enable
dependence across groups of observations we further suppose that, given fig, the
71,3;{ are independent with distribution depending on (Eoﬂkjk) and a parameter ¢; > 0
which is specific to group i, more precisely

b ~ ind ~ -
hixlfo ~ fi(hlhox, Xk ci)

where f;(h|hox,%,c;) is a density on the positive real line. In the context of BNP
models, this hierarchical construction has been considered in the specific case of
the beta process by [20] (see also Section 4.1 below), however no theory has been
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developed so far neither for such a simple situation. Our general viewpoint will
allow to find all the theoretical results, which are necessary to develop full Bayesian
inference for these models.

The observations Z; ;’s a are now modeled as random counting measures, more

precisely
i, ]‘ Z aij, k5,\k (6)
k>1
fori=1,...,d. The (a; )i s are independent random variables conditionally on

the vector of random measures having the following distribution
P(a; i = s|it;) = i (hix) P (slhig) + (1 — (ki) 810y (s),

this is a spike-slab specification where a; ;x = 0 with probability (1 — ;(hiz)), oth-
erwise a; jx > 0 with probability m;(h;x), finally Pi(-|h;x) is a probability distri-
bution on the positive integers and it can be interpreted as the distribution of a; ; «
conditional on the event {a; jx > 0}. The sequences of observations {(Z; ;);>1 :
i=1,...,d} are then partially exchangeable, and the de Finetti measure Q; in (1)
is uniquely determined by this construction. We finally suppose the validity of the
following condition

/ /+oo /+°° (h) fj(h|s,x,cj)dhp(s|x)dsPy(dx) < +oo,

which is tantamount to assuming that the number of features observed in each in-
dividual is almost surely finite. Posterior analysis and the development of suitable
sampling schemes for such a construction will be the subject of an ongoing work by
the same authors [3].

4.1 A case studied: the hierarchical Beta—Bernoulli process

In this section we discuss a relevant example of the model (5) already introduced in
[20] and termed hierarchical Indian Buffet Process. In order to do this we first define
a vector of hierarchical three—parameters Beta processes ({i;, ..., fly). In such a case
the measure at the root of the hierarchy, i.e. [ig, is a three-parameter Beta process,
namely a CRM having Lévy intensity defined by

r(1+ o)
F(l*G())F(OC()+G())

po(r)drcoPo(dx) =cCg r o1 (1 —r)a0+6071dr1(071)(r) Po(dx),

depending on three parameters &g > 0,cp > 0 and oy € (0,1). Conditionally on flo,
the vector of CRMs (i, ..., {l;) is such that

. d e
fii|flo = Z hi O,
=1

130



Hierarchies of nonparametric priors

where I~1i7k € (0, 1) almost surely, and the I~1,~’k’s are conditionally independent, given
[lo, with Beta distribution specified as follows

= ind . -
hi x| fio ~ Beta(ciho k,ci(1 —hox))

in other words f;(-|r,x,c;) is the density function of a Beta random variable. The
vector (fly,..., fiy) so defined is said to be a vector of hierarchical Beta processes. If
in addition the a; ; «’s appearing in (6) are independent Bernoulli random variables
with parameter A;x, given fi;, we obtain the hierarchical Indian Buffet Process of
[20]. The terminology is due to the fact that Z; ; is a Bernoulli process and a; ; x = 1
if one observes feature X, or O otherwise.
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Issues with Nonparametric Disclosure Risk
Assessment

Questioni sull’Analisi Nonparametrica del Rischio di
“Disclosure”

Federico Camerlenghi, Stefano Favaro, Zacharie Naulet and Francesca Panero

Abstract Whenever an agency releases microdata files containing sensitive infor-
mation about a sample of individuals, the major concern must be to protect the
identity of the participants from what is known as disclosure risk. An intruder, in
fact, could match the published file with previously available information and dis-
close the identity of the participants. One of the approaches to tackle this type of
risk is the statistical quantification of it by means of the estimation of the number of
sample uniques that are also population uniques, i.e. the individuals whose risk of
being disclosed is the highest. In this paper, we review the literature about paramet-
ric and nonparametric estimation of this measure and present new potential research
questions.

Abstract Ogniqualvolta un’agenzia pubblica microdati contenenti informazioni
sensibili riguardanti un campione di individui, la principale preoccupazione deve
essere la protezione dell’identita dei partecipanti dal cosiddetto rischio di “disclo-
sure”. Un intruso, infatti, potrebbe incrociare i dati pubblicati con informazioni
precedentemente disponibili e scoprire 'identita dei partecipanti. Uno degli ap-
procci per contrastare questo tipo di rischio é la quantificazione statistica di esso,
per mezzo della stima del numero di unici nel campione che sono anche unici nella
popolazione, cioé quelli per cui rischio di “disclosure” é pin alto. In questo lavoro
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presentiamo la letteratura esistente su metodi parametrici e nonparametrici di stima
di questa misura e offriamo nuove possibili direzioni di ricerca.

Key words: disclosure risk assessment, microdata sample, parametric inference,
nonparametric inference

1 Introduction

In the study of survey and census data, microdata represent a precious source of
information to perform data analysis, but to preserve their correctness and availabil-
ity, sensitive information contained in them must be protected from intruders. If a
sample of these data has to be published, it is necessary for the agency releasing
it to understand if a participant whose information is in that sample could be dis-
closed. This crucial issue is known as disclosure risk. An intruder, in fact, could
use personal or publicly available information and match them with the published
sample, attempting to disclose the identity, and therefore sensitive information, of
the participants.

A microdata sample X(n) = (Xi,...,X,) is a collection of records for n sub-
jects containing identifying information and sensitive information. The sample is
supposed to come from a population X of finite size 7 =n+ An, A > 0.

One of the approaches considered to tackle disclosure risk aims at estimating
some quantities related to the sample. In particular, a popular choice is to estimate
the number of sample uniques that are also population uniques. These represent the
individuals whose record is different from anybody else’s both in the sample and in
the population, and for whom the risk of being identified is the highest.

To formalize the definition, we cross-classify the sample according to potentially
identifying variables in K, < n cells whose frequency is (Y;(X,n),..., ¥k, (X,n)):
Y;(X, n) represents the number of individuals in X(n) belonging to the j-th cell. Of
course, Zﬁl Y;(X,n) = n. We can repeat this classification with the whole popula-
tion, creating Ky cells, each of frequency Y;(X,7), j = 1,...Kx.

According to this classification, the number of population uniques that are also
sample uniques is

T1(XomA) =Y Ly xn=1} Ly, X anm)=1} (1
j>1

A number of different approaches have been tested to produce estimators for 7.
The majority of them imposed parametric or semiparametric distributional struc-
tures on the population and sample, both frequentist and Bayesian. See, e.g., [1],
[15], [16], [12], [13], [18], [9], [10], [2] and [3].
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In this paper we review some of these methods, highlighting the intrinsic diffi-
culties that the estimation, in particular nonparametric, might encouter. In Section
2 we illustrate a few parametric and nonparametric estimators, while Section 3 is
devoted to a numerical comparison of the presented methods. Finally, in section 4
we present issues and open problems in nonparametric estimation.

2 Existing Approaches

Among the first Bayesian parametric approaches to quantify disclosure risk, we find
[1] that relies on the empirical Bayes approach of [4]. They considered a popu-
lation of 7 individuals divided in K3 species. To each species j is assigned a su-
perpopulation parameter p; > 0 and a random variable F; representing the popu-
lation frequency of that species, assumed to be distributed as a Poisson(np;) . f;,
j=1,..., Ky, are the corresponding values in the sample. Their approach exploited
the classical Poisson-Gamma model, in which data are distributed as Poisson ran-
dom variables, whose parameters are modelled by Gamma prior distributions. More
formally:

P; ifi\(}(g'amma(oc,ﬁ),
Fj|Pj = pj ~ Poisson(Npj).

We should have Zfil P; =1, but for the sake of simplicity the authors assumed
E[}:ﬁl P;j] = Kzo 3 = 1. Under this model, the expected value of population uniques
isU,=E {Zf’; ]lpj:]} =N(1 —|—NB)’(1+°‘>. The method of moments or maximum

likelihood were used to find estimates &, 3, and therefore an estimator Up. As an
estimator for 7|, they proposed the sample proportion of the estimated population
uniques:

tB.=0 i

. 2

If K is not available, [1] suggested to estimate it assuming a uniform distribution
over the cells, hence

.

Since this approach was proven not to be robust, [17] proposed an improvement
of this model, adding the specification of the distribution of f;’s:

indep .
filPi=p; ~ Poisson(np;),

Under this specification, the probability that an individual is a population unique,
given that he is an observed sample unique, is
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1+Nﬁ>“*°‘)

P(population unique | sample unique) = ( T rnp
n

Therefore, the estimator for sample uniques that are also population uniques be-
comes:

. a\ —(1+6)
=K, (]lfvg) . 3)

A naive nonparametric estimator of 7 is the sampling fraction, with respect to
the population, of the number of sample uniques Z;(X,n) = Zﬁl Y;(X,n). This
estimator was first discussed in [1] and [17], and it is defined as

Y =7 (X,n)-. 4)

S S

[15] exploits Bayesian nonparametric ideas, and in particular a Dirichlet process
prior ([6]) on the p;’s to derive a smoothed version of the naive estimator (4). In
particular, the proposed estimator was the following

n+9%—1

%19 = Z] (X,n)m,

)
where ¥ is the concentration parameter of the Dirichlet process prior. It is well-
known (see, e.g. [6]) that the maximum likelihood estimator of ¥ can be obtained
by solving, with respect to @, the equation K, = Y1 < j<,_1 /(% + j). This method
obtained encouraging results but underestimation for small sample size.

3 Illustrations

To compare the performance of the estimators of equations 2, 3, 4 and 5 we rely on
some simulations. We fix the population size to 7 = 10° and consider a sample of
n=10°, representing 10% of the total. Given a fixed size C of the cells at population
level, we generate the probability distributions over (p j),czl according to the Zipf
distribution, the uniform distribution and the uniform Dirichlet distribution.

We produce three tables, each according to an increasing choice of the number
of cells: C = 3-10° (Table 1), C = 6- 103 (Table 2) and C =9- 103 (Table 3). Each
column of the tables corresponds to a different choice of the distribution for (p j)]c.:] :
the Zipf distribution with parameter s = 0.2,0.5,0.8, 1, the uniform distribution, the
uniform Dirichlet distribution with parameter 8 = 0.5, 1. In the first row of each
table we have reported the true values of the disclosure index, while the other rows
contain the estimates obtained with: i) the naive nonparametric estimator %i/V ;i) the
Bayesian nonparametric estimator f'? ; 1ii) the parametric empirical Bayes estimator
f'fg ; iv) the parametric empirical Bayes estimator 1?15 . All experiments are averaged
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over 100 iterations. The best estimates in each simulated scenarios are shown in
bold.

From Tables 1-3, we observe that the performance of the estimators does not
follow a clear pattern but depends on the number of cells C along with the dis-
tributions over them. In particular, there is not a clear sign highlighting in which
scenarios nonparametric estimators outperform parametric estimators, even though
it seems that nonparametric estimators might perform better when the size of the
contingency table is relative small. This confirms the intuition of [15] for %1@ in the
case of experimental data.

| [[Zipf 0.2 Zipf 0.5 Zipf 0.8 Zipf 1 Uniform Dirichlet 0.5 Dirichlet 1|

True ;]| 2868 4651 7537 7313 2579 4151 4608
37 || 6413 5613 3810 2157 6511 232 5111
32 || 18461 12471 5421 2459 19303 7498 10741
8 || 30554 27271 13848 5358 30847 22820 26351
25 || 28702 23621 9670 3043 29187 17665 22306

Table 1 Estimators of 7; for several simulated scenarios, when the size of the table is C = 3 - 10°.

| [[Zipf 0.2 Zipf 0.5 Zipf 0.8 Zipf 1 Uniform Dirichlet 0.5 Dirichlet 1]

True 71]| 16020 16819 16095 11401 15947 9857 12451
37 || 7625 6860 4642 2534 7693 5899 6670
22 || 32567 21009 7380 2968 33860 14577 20337
5 || 33594 31155 17152 6380 33763 28795 31114
25 || 34070 29703 13032 3776 34321 25900 29634

Table 2 Estimators of 7; for several simulated scenarios, when the size of the table is C = 6- 10°.

[[Zipf 0.2 Zipf 0.5 Zipf 0.8 Zipf 1 Uniform Dirichlet 0.5 Dirichlet 1]

True 71]] 28976 27049 21933 13794 29483 15635 20281
7 |[ 8076 7406 5082 2729 8138 6729 7371
22 || 42337 27383 8651 3246 44104 20789 28307
5 || 34628 32675 18977 6942 34772 31235 32935
25 || 35957 32338 15028 4196 36234 29837 32804

Table 3 Estimators of 7; for several simulated scenarios, when the size of the table is C = 9-10°.
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4 Issues and Open Problems with Nonparametric Approaches

Nonparametric estimation of 7y, intended as not imposing any structure on the com-
position of the population and of the sample, is a very difficult problem. Being a
species sampling problem, it presents the typical difficulties encountered in trying
to estimate the number of non-observed species (e.g., [7], [5], [11]). [8], seventy
years ago, proved that unbiased estimation of the number of unseen classes is im-
possible when the sample size is smaller than the maximum number of elements
found in any class at population level. Another issue typical of nonparametric ap-
proaches is the tendency of overestimation and high variance, especially in presence
of small samples. All these problems add up in the microdata setting, where data to
which we are interested represent a very small fraction of the population. Because
of this, strong modelling assumptions on the data structure have been preponderant
in the last thirty years.

[16] sum up the state of the art of nonparametric estimation saying that no infer-
ence procedure is available that robustly estimates the number of population uniques
or sample uniques that are also population uniques without structural assumptions
on the distribution of the population and the sample. The estimator 1'1@ in equation 5
proposed in [15] obtained encouraging results but underestimation for small sample
size. As we have seen in Tables 1 and 2, r? performed worse in comparison to T{V .

Considering the analogy with species problems, to answer to Skinner’s question
we conjecture that a convenient approach to start with would be the empirical non-
parametric Bayes, in the sense of [14]. The use of empirical Bayesian methods in
species problem dates back to [7] that used it to derive an estimator of the missing
mass. They did not formalize the connection, and this link was only highlighted
twenty years later in [5]. The use of this approach could lead to a better performing
estimator for small samples. Once found such estimator, it would be interesting to
find a lower and an upper bound on the normalized mean squared error.
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Technologies and data science for a better health
both at individual and population level.
Two practical research cases.

Tecnologie e data science per una salute migliore sia a
livello individuale che di popolazione.

Stefano Campostrini' and Lucia Zanotto'

Abstract In many fields data are produced at any level and health is not an
exception. Every day, each person produces data using personal devices, requiring
and accessing to health services or buying drugs. The analysis of these data can
drive better public health decision both at individual level and at the population one.
Two following research cases tried to provide some answers: ADAPT, “Accessible
Data for Accessible Proto-Types in social sector”, funded by Smart Cities, examined
how better allocate resources for disabled individuals, also considering home
automation solutions; the second one concern a national survey, PASSI, “Progress in
the Ttalian Health Local Units’’, which aims to support public health decision
making at local, regional and national level.

Abstract

In moltissimi settori, la mole dei dati prodotta ¢ notevole e la salute non ¢
un’eccezione. Ogni giorno, adoperando i dispositivi elettronici, accedendo ai servizi
ospedalieri, vengono prodotte informazioni che possono essere analizzate per
migliorare i servizi offerti sia a livello individuale che collettivo. Un primo tentativo
per raggiungere questi obiettivi sono le seguenti ricerche: la prima, ADAPT,
“Accessible Data for Accessible Proto-Types in social sector”, un’indagine
finanziata da Smart Cities, ¢ finalizzata al miglioramento della gestione delle risorse
per persone disabili anche impiegando le nuove tecnologie in campo di domotica; il
secondo studio riguarda I’analisi dei dati dei sondaggi PASSI, “Progress in the
Italian Health Local Units”, e mira all’ottimizzazione del processo decisionale sulla
salute pubblica a livello locale, regionale e nazionale.

Key words: big data, data science, surveillance systems.

Universita Ca’ Foscari Venezia
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1 Introduction

Data are all around us. In many fields, data are produced at any level, and health is
not an exception. Every day data are generated by using personal devices, accessing
to health services, participating in research or simply filling forms for requiring
health services, buying drugs at pharmacies and at supermarkets. Analyses of these
data can lead to better public health decision at both individual and population level.
We would like to discuss few aspects related to the potentialities of these novel
approaches, starting from two research cases. The first (individual level), ADAPT
(“Accessible Data for Accessible Proto-Types in social sector””) funded by Smart
Cities, is a private-academic research which aim is to use smartly data on disabled
individuals to better allocate resources for them, supporting services also with home
automation solutions. The second study (population level) concerns a national
surveillance system, PASSI (Progress in the Italian Health Local Units), which,
through monthly surveys, aims to support public health decision at local, regional
and national level.

2 ADAPT, “Accessible Data for Accessible Proto-Types in social
sector”

The first study we would like to present is a joint private and public project funded
by the Italian Ministry of Research, included in a more general program linked to
EU projects and related funds: “Smart Cities and Communities and Social
innovation”, aimed to increment researches of private companies supported by
universities and to develop new instruments and technologies useful to increase
citizens’ quality of life. The project, Accessible Data for Accessible Proto-Types in
social sector (ADAPT - http://www.adapt-smartcities.eu/) presents two main
objectives: one related to the analysis of the information system data in order to
simplify and enhance the efficacy of the decision making process and the second
one regarding the experimentation of home automation technologies (integrated with
information systems) to increase the quality of life of disabled persons recipient of
public services. The research started in 2013 and, now, the phase of the pilot project
has been closed. It has involved two companies specialized in technologies, two
private companies providing social and health assistance for elderly and disabled
persons, and two universities (University of Venice, Ca’ Foscari, and University of
Palermo).
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Figure 1: Organization of the project ADAPT

Although not fully implemented (and this is another interesting part of the story), the
project has a challenging purpose: trying to obtain as much information as possible
from exiting databases to help the decision making process, particularly at individual
level. Combining this data with home automatized solutions can help to achieve an
integrated system to better satisfy patients’ needs. To describe this project we will
start from its declared objectives, then we will report very quickly its story, finally
we will discuss if the aims has been achieved and how these new solutions can
really improve population health.

2.1 ADAPT objectives

In order to guarantee that every citizen takes advantages of social, health, economic
and cultural actions, policies need to be supported by infrastructures that can:

- guarantee the continuous availability of accurate, timely and relevant
information;

- define and manage effective social-welfare paths through the involvement
of multi-disciplinary skills and multi-professional profiles;

- ensure the presence of technologically advanced living environments,
which can guarantee personalized services set on the real needs of every
citizen;

- monitor the spending to better employ the resources.
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ADAPT aims to design, implement, test and evaluate technological solutions that
support the definition of appropriate and personalized socio-health policies, both
with IT support and new perimeter housing technologies, through the creation of a
home and territorial RSA prototype.

ADAPT aims to implement and integrate an infrastructure to aid the Electronic
Healthcare (unique) File (EHF), extending the EHF with social information and
mechanisms to help the management of integrated social-assistance processes,
allowing:

- the classification of citizens based on real social assistance needs,
optimization of the resources available for their support;

- care continuity, in terms of living environments and social context;

- the modification of living contexts to the improve conditions of partially
self-sufficient or non-self-sufficient citizens, in order to guarantee
technologically advanced environments dedicated to the inclusion and
maintenance of autonomy, without reducing the effectiveness of assistance
and rehabilitation.

The final aim is define new welfare models, which allow the achievement of
efficiency in services with a more productive use of resources.

2.2  The ADAPT project development

Thanks to an agreement signed in 2015, ADAPT project has chosen Veneto as the
field for implementation and experimentation in two Local Health Units (LHU-the
Region was organized in 20 LHU, reduced to 9 in 2018).

The story of the project implementation has been very troubled, because of
bureaucratic problems (on which we will not linger over), the effective capabilities
of exiting databases and information system and the possibility to share and match
their information. Bureaucracy is always an obstacle to any innovation. Particular
concerning data sharing and effective use of information, usually the obstacles come
from organizational issues, rather than the development and technical
implementation of computer system. ADAPT has not been an exception.
Notwithstanding the agreements signed, the realization of the project has been slow
and limited.

So the main questions are: do we lack of technologies? Do we lack of data? Do we
lack of abilities to analyze data? Or, technology and organizational innovation
should go hand in hand?
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2.3 Briefdiscussion on the ADAPT case

The increasing needs of the population caused by the demographic effect of ageing
leads to the necessity of seeking for smart solutions and decisions. Technology can
offer new information and other sources are theoretically available. The (practical)
story coming from ADAPT case seem to indicate that we lack of the capability at
organizational level mainly, then at data analysis level (because we have not
invested enough in analysis capabilities), and finally at information system
development: too often, also well-developed organizations, are organized
compartmentalized, unable to communicate with one other. ADAPT certainly has
produced few interesting solutions on the latter aspects, while for the others it has
offered mainly theoretical contributions and shown the key points to change in order
to allow an effective implementation of these new ideas and approaches.

3 PASSI, “Progress in the Italian Health Local Units’’: a
mountain of data for public health decision making

The second study we would like to discuss is, again, an Italian case: the first
Behavioral Risk Factor Surveillance (BRFS) national system developed in Europe
and globally recognized [8]. The peculiarity of this surveillance system [3] concerns
the continuity of the data collection that is more frequent than the usual repeated
National Health Surveys, which plans a survey every 3-5 years. This peculiarity
produces a unique data stream, analyzable with both the standard statistical tools and
more sophistication methods, which can address, as we will see, several complex
issues. Moreover, the link with other types of data sources and the employing of
“data science” approach could lead to much more information for several complex
questions (such as longevity, morbidity and mortality) that could better address
public health policies.

3.1  Aims of the PASSI surveillance system

The surveillance started from the need to monitor the Italian population health
between 18 to 69 years of age. A pilot project was launched in 2007 involving the
Local Health Units (LHU) of most of the Italian regions, and in few months has
covered more than 90% of the Italian population and data collection is still ongoing
(for all the information about methods see [2]). The purpose is collecting
longitudinal data systematically to observe citizens’ habits and life style and the
impact of new policies in the modification of risky behaviors. The information
obtained are mainly useful to those who plan, realize and evaluate public health
interventions.

Since the study is realized with the support of each single LHU, which handles the
monthly interviews, the representatively of the local areas is ensured. This
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characteristic also guarantees prompt reports helpful to analyze the trends of
particular phenomena as smoke, alcohol abuse, physical activities, diet and obesity
comparing the differences between several territories. The flexibility of the data
collection method allows to quickly modify the questionnaire to better answer to the
general and specific aims of the survey. Another important aspect of the research is
the monitoring of citizens’ opinion on their health status and their access to
preventive services: the connection between the point of view of the population and
health services is an important aspect to evaluate.

3.2 Key challenges, present and future opportunities offered by a
data science approach

The potentiality of the data collected by PASSI are relevant because the information
collected cover a time window of important transformation of health care, longevity
and public health policies. Moreover, the possibility to analyze the differences
between areas is interesting to better understand the features of the territories and
implement strategies to increase citizens’ health levels. The complexity and the size
of the records, due to the sizeable number of individuals interviewed and the amount
of variables covered, need new statistical approaches. Descriptive analyses, useful to
understand the trends and the general tendencies, are only the first step of the
research. The interesting district division of the LHU can provide much knowledge
about life style and habits per area that can be studied employing spatial statistic
techniques. These results can help to evaluate the differences among Italian regions,
urban and rural areas, application and efficacy of the national (federal) healthcare
system.

Another great opportunity offered by this type of data, which increase every day, is
the possibility to connect information regarding morbidity and health status with
longevity and causes of death. Since PASSI is a cross-sectional survey, the single
individual cannot be followed during his/her life, not offering information regarding
ageing or longevity. But other datasets, coming mainly by public (census) registers,
can provide information about mortality and causes of death. The problem is how to
connect these data sources. An achievable solution could be the probabilistic record
linkage: using the values of the observables variables it is possible to merge the
individuals of the different datasets into one.

The synthesis of mortality, life styles and socio-economic status can open new
prospective to the study of ways for better and longer life. In the last hundred years,
the adult distribution of deaths has shown a shift [4] and a compression [5], whose
consequences are the increase of the life expectancy at birth [7] and the reduction of
the variability around the model age at death. However not all the individuals have
been benefit of these changes in the same way: an increase, albeit slight, of the
percentage of deaths regarding premature mortality is also observed [9]. Recently an
association between cancer and premature mortality has been shown [6], as a stop,
or even a reduction of life expectancy in some sub-groups of population . Moreover,
the sociocultural status is an important aspect for longevity: globally, persons with
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higher educational levels have a longer and healthier life. The greater differences are
observed around the adult age, where the most common cause of decease is cancer.
The systematic study of the connection between causes of death and individual
characteristics can answer several questions about the relationship between
longevity, risk factors and health policies. Application of more sophisticated
statistical tools to these kind of data are promising [1] and a research project with
the above mentioned aims has been recently funded by the Italian Ministry of
Research (PRIN 20177BRJXS)

4 Final remarks

Health is perhaps the field which could higher benefit form advances in technologies
and data science capacities. Progress in medicine and in health systems relies on the
implementation of new technologies; data are more and more available and their
analyses can help both to find better medical responses, and more effective public
health policies and health system organization for the benefit of all the population.
Still, as we have seen in the practical example here quickly discussed, some
conditions remain: innovation should be also applied to organizational level, New
wine, as known, cannot be put in old wineskins.

Privacy and data security, then, have been raised as reasons against data linkage.
Certainly their value cannot be dismissed, but these cannot be an untouchable
constrain for research: there are ways to let linkage and analysis respecting privacy
and data security.

So, the challenge is open. Much still remains to be done in the health field, and this
cannot be left only to private companies that, through data science, study more
effective personalized medicine (which not everyone can afford it), while health
disparities are increasing everywhere. Innovative technologies and data science can
offer better solution for the whole population. The understanding of the causes of
different health levels on sub-groups of citizens can lead to a reducing of heath
inequalities, an increasing of good health and longevity.
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Temporal sentiment analysis with distributed lag
models

Analisi temporale del “sentiment” con modelli a lag
distribuiti

Carrannante M., Mattera R., Misuraca M., Scepi G., Spano M.!

Abstract Several authors have shown better results in forecasting economic
variables by considering the sentiment values in their models. Few studies have
focused on the identification of the causes which explain opinions and beliefs. In
this paper, we propose a methodological framework based on Distributed Lag (DL)
models in order to identify dynamic causal effects in the case of temporal
aggregation of sentiment values.

Abstract In letteratura molti autori hanno introdotto nei modelli di previsione
economica i valori del sentiment dimostrando di ottenere cosi delle previsioni
migliori. Pochi sono gli studi che hanno invece come obiettivo l’identificazione delle
cause economiche che possano spiegare valori di sentiment. In questo lavoro, si
propone un approccio metodologico, basato su modelli a lag distribuiti, con
[’obiettivo di identificare gli effetti causali dinamici che si manifestano in presenza
di valori del sentiment aggregati in ordine temporale.

Key words: semantic polarity, social media, causality, dynamic models, textual data
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Forecasting economic aggregates is an important topic in applied statistics. Many
studies were developed in order to obtain the most accurate predictions. The
sentiment causality issue appeared only recently in the economic literature.
Individual sentiment became an essential additional variable for forecasting
economic aggregates, especially after the growing usage of social networks.
In this framework, most of the papers focus on the identification of the effect of
sentiment on economic aggregates, whereas very few studies the reverse relationship
(see par. 2). In identifying the effects of sentiments on macroeconomic variables, it
is necessary to refer to expert opinions and economic agents. In the opposite case, it
is interesting to use common people’s opinions and sentiments.
In this paper, we propose a causality study in which the dependent variable is the
time series of sentiment, while the explicative one is a non—textual sentiment
variable related to the economic phenomenon whose sentiment is analysed. Since we
expect that the effects of the changes in economic aggregates are not necessarily
contemporaneous to the sentiment changes, we propose to use the Distributed Lag
(DL) in order to get an identification of the dynamic causal effects.
The paper is structured as follow: after an introduction about the theoretical
framework (Section 2), we discuss in detail a methodology which includes both the
temporal aggregation of sentiment values and the identification of causal effects,
suggesting to use a Distributed Lag model (section 3). The results of case studies are
shown in section 4.

2. Theoretical framework

Identifying what drives sentiment is still an unexplored topic since most of the
previous papers focused on predictions rather than causality.

A very recent paper related to forecasting economic aggregates using news and
sentiment values was developed by Ardia et al. (2018), which made their procedure
available on R software by a package called “sentometrics”. The goal of this
paper is to investigate the added value of textual analysis—based sentiment indices
for forecasting economic growth, finding that the additional use of news—based
sentiment values leads to a significant accuracy gains in forecasting.

However, this paper shows some limitations. In particular, the authors deal with
only the variable selection and forecasting, ignoring the possibility of investigating
for a causal relationship. Indeed, a critical issue to address is whether economic
indices or other exogenous variables influence people’s sentiments.

Already in the 1996’s paper, Lim & O’Connor (1996) showed the importance of the
identification of causal relationships in obtaining better forecasts. Chakrabarty et al.
(1998) introduced sentiment as an explanatory variable and studied a causal
relationship between consumer confidence indexes (used as a proxy of sentiment)
and changes in consumer spending. A very similar study was Gelper et al. (2007)
but from a dynamic perspective. The authors show that the consumer sentiment
index can Granger cause (Granger, 1969) future consumption with an average time
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lag of 4-5 months. However also in this study, the sentiment is considered as an
explanatory variable and the “sentiment index” is not calculated using data produced
by social media.

In a recent paper, Gilitzer & Prasad (2018) investigated the presence of a causal
effect of sentiment on consumption also. However, this study focuses on a cross-
sectional dimension, without allowing for a dynamic causal effect.

Another study, from a time series perspective, is Zhang et al. (2018), which
demonstrates that the “daily happiness sentiment”, measured from tweets, Granger
causes the market indexes returns. Another similar study is Jiang & Nie (2018),
which identifies dynamic causal effects, investigating the relationship between
investor sentiment and stock returns for the US economy. However, these papers
still identify a causal effect of sentiment on macroeconomic aggregates, ignoring the
reverse relationship.

One of the first studies dealing with a similar research question is Graner (1981)
where some variables able to explain changes in sentiment values are considered.
However, this study has some limitations. First, it is not considered the analysis of
textual data in measuring sentiments, using, again, an approach which is not
consistent with modern sentiment analysis. Second, the author does not develop a
general framework able to quantify in a specific way the presence of a time delayed,
dynamic causal effect.

Nevertheless, also more recent papers (e.g. Dehkharghani et al., 2014), that study
the effect of some variables in the changes of sentiments, propose only causal rules
detection instead of actual identification of causal relationships (for a review of
papers see Preethi & Uma, 2015). So it is clear that the causal effect identification
issue is still unexplored in literature.

Therefore, in this paper, we propose a strategy which allows us to identify a
dynamic regression model in order to capture a dynamic causal effect of an
economic time variable on a sentiment time variable.

3. The strategy

Analysing opinions written in natural language is a very interesting research domain,
known as sentiment analysis (SA). A large number of papers mention SA in the
context of the so-called polarity classification. The main goal is to classify
documents written in natural language based on their semantic polarity. This term is
commonly used in linguistics to distinguish affirmative and negative forms. The
calculation of the positivity/negativity of a document (PN-polarity) entails deciding
whether the textual content expresses a positive or negative sentiment. If the
document is fractioned into sentences, it is possible to first calculate the polarity of
each sentence and then the polarity of the whole document. The polarity score of
each sentence depends on the lexicon of polarised terms used, while the polarity of
the whole document depends on the polarities of its sentences. The PN-polarity is
usually quantified by considering a score of — 1, 0 and + 1 for the negative, neutral
and positive polarity, respectively (Liu, Hu, & Cheng, 2005). Some authors have
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proposed different scoring systems by defining the polarity not only in terms of the
sign but also taking into account the PN-strength of the sentiment (e.g., Nielsen,
2011). In order to study the presence of dynamic causal relationships between
polarity scores and other explanatory economic variables, we need to consider their
temporal variations. Most of the economic variables have a time series
representation, so it is necessary to transform the polarity scores by aggregating the
different values on a temporary basis.
For computing the polarity scores, we follow the approach of Balbi et al. (2018).
After pre-processing the texts, the polarity is first calculated at a sentence-level then
summarised at a document-level. Considering the date in which the text is published,
the polarities are averaged on the same temporal interval and represented in terms of
time series. Once the time series of sentiment values are constructed, following the
previous papers it is possible to specify the following relationship:

Ve =a+yx; + s+ & (D

where y, is the economic aggregate, x, a vector of non—textual sentiment variables,
s, the sentiment time series extracted by a temporal aggregation procedure and ¢, the
general error term.

We are interested instead in the identification and estimation of a completely
different relationship as in the following way:

si=a+ fy; +& 2

where the sentiment is the dependent variable, v, is a non—textual sentiment variable
relating to the phenomenon whose sentiment is analysed and &, is the error term.

The first step is to verify the existence of a causal relationship between (1) and (2).
For this purpose, it is possible to perform a causality test as in Granger (1969).

In this way, if we say that y, “G-causes” s,, it has sense to develop a framework in
which it is possible to estimate the strength of this relationship.

Moreover, since it is not necessarily true that the effect of (1) on (2) is
contemporaneous, we need to specify a model which allow us to capture a dynamic
causal effect.

The Distributed Lag model is a dynamic model with very useful properties for our
purposes, allowing for the presence of an autoregressive structure for the
explanatory variable. The Distributed Lag model can be defined, consistently with
our notation, as follow (Hendry et al., 1984):

n—1

ss=a+ By +u=a +Z Biye—i +u (3)
i=0

In (3), the individual coefficients f; are sometimes called “lag weights” and they
explain how y, affects s, over time. Indeed, looking at the partial derivatives in this
model, the delayed impact of y, on s, become clear. If we consider the quantity:
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8St
5 = o )

the (4) represents the contemporaneous or immediate impact of y, on s, Moreover,
the derivative respect to the first lag, called f3,, represents the delayed impact of one
lag shifting in the past and so forth. Therefore, the last model can capture a dynamic
or delayed impact of y, on s,.

The proposed strategy is based on a finite lag model. An incorrect specification of
the number of lags to estimate can lead to an incorrect identification. In order to
solve this problem, we use an empirical procedure to find the number of lags to
include in the model. Firstly, several DL models are estimated. Secondly, the one
with the lowest AIC and MASE values is chosen. AIC and MASE are two statistical
instruments to select the best model, that relates to different properties of the
models. AIC measures the loss of information by using a given model based on a
MLE function, so the best model is the one that loses the lowest amount of
information, while the MASE measures the accuracy of forecasts, computing the
mean absolute scaled error between the forecasting values and the observed values.
Note that a drawback of this approach can be the multicollinearity generated by the
autocorrelation structure of the variables y,. Even if (1) and (2) are stationary time
series, y, could be highly autocorrelated. This statement can lead to unreliable
coefficient estimates with large variances and standard errors. Therefore, the
identification with the Distributed Lag model is more suitable when the exogenous
variable respects these conditions.

4. Case studies

We present some results of two case studies on both economic and financial data.
Firstly, we investigate the presence of dynamic causal effects between the growth
rate of the United States Industrial Production Index (IPI) and an economic news-
based sentiment time series (from 1/1/1995 to 1/12/2014). We collected IPI monthly
observations from the Federal Reserve Economic Data  website
(https://fred.stlouisfed.org/), while we extract the sentiment by news published on
the Wall Street Journal and The Washington Post.

In particular, we download a collection of news on the American economy from the
website  https://www.crowdflower.com/data-for-everyone consisting of 4097
documents. We calculate the sentiment values for each document and, successively,
we obtain the monthly aggregated values. Figure 1 shows the two time series.
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IPI 1995-01-01 / 2014-12-01
4 4
2 2
0 0
-2 -2
-4 -4
6 6
T T T T T T 1T 1 1 1 1
gen 1995  gen 1998 gen 2001  gen 2004  gen 2007 gen 2010  gen 2013
Sentiment 1995-01-01 / 2014-12-01
0.1 0.1
0.0 0.0
01 -01
0.2 0.2

gen 1995 gen 1998 gen 2001 gen 2004 gen 2007  gen 2010 feb 2013

Figure 1: Time series of IPI growth rate and sentiment

Firstly, we must select the number of lags in the model. As we can see in Table 1,
information criteria do not lead to an unambiguous decision. For this reason, we
performed an iterative procedure and compared the statistical significance of
parameters estimation. The best model seems to be the second order one. Therefore
we select 2 lags, a congruent solution with AIC criterion.

Table 1: Information criteria

N. of Lags AIC BIC MASE

1 -760.6610  -746.7551  0.82850
2 -763.5940  -746.2327  0.81302
3 -758.5730  -737.7646  0.80726
4 -752.9575 -728.7107  0.80424

We test the Granger causality between the two time series (Table 2). The results
show that the sentiment about economic news is caused by the growth rate of the
industrial production index. On the other hand, the reverse relationship is
statistically significant also.

Table 2: Granger Causality tests

Causality test N. of lags F statistic
IPI cause Sentiment 2 4.0425%*
Sentiment cause IPI 2 3.3368**

Note: * significance at 10% level; ** significance at 5% level; *** significance at 1% level.
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In Table 3 the estimates of the dynamic causal effects are presented. The results
show the presence of a causal delayed effect (only at lag 1 and 2) but not a
contemporaneous effect.

Table 3: Parameters estimation

Lags Estimate Standard error
Constant  -0.1087873 0.0031428
IPI, 0.0008596 0.0014336
IPI, 0.0043414** 0.0015413
IPI, 0.0035803** 0.0014345

Note: * significance at 10% level; ** significance at 5% level; *** significance at 1% level.

Considering the peculiarity of financial time series, we propose another case study.
We show here some preliminary results related to a short temporal interval (only 3
years). The financial data are the day values of the spread between Italian BTP and
German Bund from 1/1/2016 to 30/12/2018 (www.https://m.it.investing.com). In the
same period, we download a collection of tweets in the Italian language, containing
the hashtag “spread”. Figure 2 shows the two time series.

Spread between ltalian BTP and German Bund 2016-01-01 / 2019-01-01
300 300
250 250
200 200
150 150

100 100
T T T T T T 1

gen 01 2016 lug 01 2016 gen 02 2017 lug 01 2017 gen 02 2018 lug 02 2018 dic 31 2018

Sentiment 2016-01-01 / 2018-12-30

T T T T T T 1
gen 01 2016 lug 02 2016 gen 02 2017 lug 01 2017 gen 04 2018 lug 02 2018 dic 30 2018

Figure 2: Time series of daily spread and sentiment

We test the Granger causality between the two time series (Table 4). The number of
lags is selected following the same procedure used for the first case study. The
results show that the sentiment is caused by the spread values. On the other hand,
the reverse relationship is not statistically significant.

Table 4: Granger Causality tests

Causality test N. of lags F statistic
BTP-Bund spread cause Sentiment 1 4.1308**
Sentiment cause BTP-Bund spread 1 0.1559
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Note: * significance at 10% level; ** significance at 5% level; *** significance at 1% level.

The relation is significant, but we do not identify a dynamic causal effect. The
reason can be found in the financial time series characteristics. In particular, it is
possible to assume that a more sophisticated model is necessary for taking into
account the peculiarity of these data. In future developments, we test the model with
a bigger data set, and we work on a more appropriate model.
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among financial disclosure, sociodemographic
variables, financial literacy and retail investors’

risk assessment ability

Indagine empirica sulle relazioni tra prospetti per la
diffusione di informazioni finangiarie, variabili
sociodemografiche, educazione finanziaria e abilita di

valutazione del rischio

Rosella Castellano, Marco Mancinelli and Pasquale Sarnacchiaro

Abstract This research focuses on disclosure of information about the uncertain
future performance of non-equity financial products. In particular, it looks at two
schemes, namely What-if and Probabilistic scenarios. For this purpose, a consumer
testing experiment was conducted on a sample of 1,130 potential investors stratified
according to ISTAT standard to explore: how different schemes influence investor’s
risk perception and whether financial literacy and sociodemographic variables are
drivers of risk assessment. The analysis was performed using multilevel regression
models.

Abstract Questa ricerca si concentra sui prospetti informativi utilizzati per
descrivere le performance aleatorie future di prodotti finanziari di tipo
obbligazionario. In particolare, il lavoro considera due schemi informativi
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potenzialmente utilizzabili: il metodo What-if e quello degli Scenari Probabilistici. A
tal fine, é stato condotto un esperimento su un campione di 1.130 potenziali
investitori stratificati in base ai dati ISTAT per esplorare: in che modo i diversi
schemi influenzano la percezione del rischio degli investitori e se l'alfabetizzazione
finanziaria e le variabili anagrafiche rappresentano fattori trainanti della
valutazione del rischio. L'analisi é stata eseguita utilizzando modelli di regressione
multilivello.

Key words: Multilevel Regression, Risk Perception, Financial Disclosure, What-If,
Probabilistic Scenarios.

Introduction. The empirical breakdown of the rational preference hypothesis in
the context of decision-making reveals the limits of classical financial theory.
Cognitive theory provides an explanation of some of the biases, and the approach
based on these ideas is known as behavioural finance. One of the main pillars of
behavioural finance are prospect theory and the framing effect (Kahneman and
Tversky, 1979, 1981, 1986, 1992), which have been analysed in details in many
financial studies (i.e., Bertrand et al., 2010; Hillenbrand and Schmelzer, 2015).

The recent financial crisis and the recent cases of securities mis-selling have
prompted reflection on the context in which risk assessment and financial decision
are made. In this framework, nudging theory has emerged as a tool according to
which authorities help people to manage complex situations and avoid legal tricks
(Thaler and Sunstein, 2008).

In this context of reference, disclosure is a fundamental issue, since without access to
good quality information it is difficult for retail investors to correctly assess the risk
of an investment. Investors should be aware of the riskiness of a security and,
therefore, it is necessary to provide them with information on uncertain financial
cash-flows. Regardless of education, nationality and social condition all potential
investors ask the same questions: “What are the risks related to an investment?”.
Conscious of the deficiencies in the information delivered to retail investors, both the
academy and policy makers have been trying to find the best format to highlight the
necessary information for answering this question.

Another of the main factors providing fertile ground for cognitive bias is poor
Financial Literacy (FL). Indeed, in-depth world survey (Klapper et al., 2015) shows
that people are not usually familiar with very basic financial concepts, with a huge
heterogeneity between participants in emerging and advanced economies. As for
Italy, only 37% of Italian respondents were financially literate, one of the lowest
levels of FL in Europe.

This research focuses on disclosure of information about the uncertain future
performance of non-equity financial products. In particular, it looks at two schemes
that can be employed to frame the random performances of non-equity financial
products: namely What-If (WI) and Probabilistic Scenarios (PS). As they have not
been analysed before, we analyze the impact of the two schemes on retail investors’
risk assessment ability. For this purpose, a consumer testing experiment was
conducted on a sample of 1,130 potential investors stratified according to ISTAT

158



A statistical investigation between financial literacy and retail investors’ risk assessment ability
standards in order to explore: how the different schemes influence investor’s risk
perception and whether FL and sociodemographic variables are drivers of risk
assessment. To analyze the relation between information disclosure and risk
perception, investors were asked to assess the financial products’ riskiness through
the two schemes mentioned above. The percentage of respondents that ranked the
riskiness of the products correctly was higher when the Probabilistic format was
used. Furthermore, frame and FL were the main determinants of risk assessment.
This study provides insights into how people actually read and understand financial
information, which may prove useful in the design of financial disclosure documents.
This research is in line with the approach adopted by some regulators, who are
increasingly engaged in the definition of evidence-based rules, and may offer useful
insights for the design of more effective representation format.

After a brief description of the two methods used to disclose the risk-reward profile
of non-equity financial instruments (WI and PS), this paper proceeds as follows. In
Sections 3, 4 and 5 the methodology used is discussed, Section 6 presents the results.

2 Possible approaches to disclose risk-reward profile of non-

equity financial instruments.

Following discussion about the best format to disclose information, there is a wide
consensus that the traditional narrative descriptions of the various factor risks are no
longer effective and, therefore, it would be better to use synthetic indicators which
are immediately comprehensible to investors and defined in relation to robust and
objective quantitative metrics. Despite the progresses made by regulators, the debate
about presentation of information continues, particularly in reference to two above
mentioned methods: WI and PS. These schemes are applied to two subordinated
bonds.

In general, WI analysis is an intensive simulation process whose objective is to
capture the behavior of complex systems via specific hypotheses called scenarios
(Rizzi, 2016). This method consists, therefore, of calculating the expected return of
the product under particular scenarios in order to indicate to a potential investor how
the security operates by giving a series of answers to the question “how much could I
get if event X happened?”. WI scheme is considered the clearest, simplest and least
misleading way of representing potential future returns for structured UCITS (see
art. 36 of Regulation 583/2010/EU). Guidelines on the WI procedure are set out by
the Committee of European Securities Regulators (CESR/10-1318, 2010), although
details are not provided. Guidelines require the specification of a set of possible
scenarios (namely negative, neutral and positive), which in turn depend on a set of
variables. For the two selected subordinated bonds, the main drivers are the default
risk and related factors (time to default and recovery rate); the expected return is
computed using the internal rate of return. An example of WI table is provided
below in Table 1.

The PS scheme is a risk-based method for non-equity products (Minenna et al.,
2009; Minenna, 2011), based on possible returns of a financial instrument at
maturity. It uses probabilistic tools and is an objective method of determining and
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representing the value of synthetic risk indicators that are useful for comparing the
various non-equity products available in the global financial market.
In the framework of PS, this paper focuses on the representation of risk-reward
profiles. Using the implied risk-neutral probability distribution of financial products
and selecting appropriate reference thresholds, one can identify events that are
crucial from the perspective of retail investors. The number of events to be disclosed
should allow an effective reading of the main statistical features of the distribution
(e.g. multimodality and asymmetry) but the maximum number of partitions of the
distribution is three. The events should be accompanied by their relative
probabilities of occurrence and absolute indicators of performance, namely the mean
of the product value in each event (for a complete analysis of this method refer to
Minenna et al., 2009; Minenna, 2011). All the data are collected in a table, which
provides a synthetic representation in a risk neutral world of the probability
distribution of the investment’s future value at the end of the recommended
investment or holding period. An example of PS table is shown in Table 2.

Table 1: An example of What-if scheme

ILLUSTRATIVE EXAMPLES* EXPECTED RETURN
PER YEAR**
Negative scenario - Issuer defaults before the maturity and 3.02%
only part of the invested amount is paid back. ’
Neutral scenario — All the coupons are paid regularly but 4,15%

the issuer defaults at maturity.

Positive scenario — All coupons and invested capital are paid

5%
regularly.

* They are illustrative examples and do not represent a forecast. The shown scenarios may not have an
equal probability of occurrence
** |f held to maturity

Table 2: An example of PS scheme

EVENTS PROBABILITY

MEDIUM VALUE IN

€*
NEGATIVE 66.38% Q 576
performance
NEUTRAL 3,76% @ 1045
performance
POSITIVE
performance 29,86% @ 1249

* at maturity for an initial investment of 1000 euros

It is worth to highlight here that both Table 1 and 2 represent the analysis
under the two schemes of the same subordinated bond issued by an Italian
bank in January 2012; it is a seven-year subordinated bond (lower Tier II
security) with fixed rate yearly coupons of 5%.
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3 Multivariate analysis of risk perception and investment choice.

The main assumption is that the two different risk-reward representations might
impact directly on the risk assessment of investment products. In this respect, each
participant in the experiment was asked to provide some sociodemographic data, to
answer some questions related with basic financial concepts and to assess the risk of
the selected two subordinated bonds which were characterized by different levels of
risk. Hence, the analysis is focused on the impact of the two frames (described by the
variable T=0 for WI and T=1 for PS) on the binomial variable Risk, Yi, for the
individual i evaluating the risk level of Product I and Product II, labelled as Risk I
and Risk II respectively:
v :{1, RiskI > RiskII
! 0, otherwise

Although the analysis could be performed by a logistic regression, it is worth moving
to a multilevel analysis for purposes of causal inference. In particular, individual-
and group-level variations could be taken into consideration in estimating group-
level regression coefficients and to model variations among individual-level
regression coefficients'. Therefore, the following research questions should be
answered: (i) what is the extent of between-treatment variations in assessing the risk
of the two products?; (ii) do individual-level variables such as sociodemographic
variables and FL have different effects in different treatments?

4 Model selection

In order to consider the heterogeneity of the individuals’ data (level-1) grouped
by the two treatments (level-2), the multilevel random effect model is used with the
purpose of identifying the factors influencing the risk assessment of the financial
products. In particular, Yj is specified for each i-th individual and the j-th group
represented by the treatment as:

Y___{l, Risk[ > Risk I
o, otherwise

Since the wvariable is binomial, the multilevel logistic regression model
specification is used. Firstly, the random-intercept specification is identified where a
frame-specific (level-2) random intercept is included in the linear predictor thus
enabling us to explicitly model the two clusters of the data and their potential
unobserved heterogeneity (Goldstein, 2011; Raudenbush and Bryk, 2002). Secondly,

1 In classical regression, one can do this using indicator variables, but multilevel modeling is convenient
when we want to model the variation of these coefficients across groups, make predictions for new groups,
or account for group-level variation in the uncertainty for individual-level coefficients.
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a random-slope specification is estimated in order to assess whether and to what
extent the effect of individuals’ characteristics varies across treatments. In this way
the assumption of the random-intercept model could be relaxed (i.e. that the slope is
fixed across treatments), thus analysing the between-treatment heterogeneity. For the
individual i-th in the j-th group, the multilevel odds model is based on the logit link
and fitted according to following equations (Hox, 2017; O’Connell et al., 2008;
Raudenbush and Bryk, 2002):
level 1: Iogit(YU ) = logit (1—2-:!—!) = Bo; + ZgzlﬁquU (1)

level 2: Boj = Yoo + Ug; (2)

In these expressions, level-1 equation represents the individual-level model and
the level-2 equation defines the treatment-level model. For the i-th individual in the
j-th group, Y; represents the odds for the success category (v; =1) based on g=
1,...,Q individual-level explanatory variables. The expression on the left-hand side
of the equation (1) is the natural log of the odds and it is referred to as the logit
distribution. The expression in the middle of equation (1) Egngqxqij can be

interpreted in the same way as the regression coefficients for the multilevel logistic
model. The intercept for the j-th group is represented by So;- The level-2 equation
describes how within-group effects may vary according to group-level
characteristics. In particular, the intercept is the level-2 variable which is composed
by the estimated value ()0 ) and the term uo; which is the group-specific random
effect that also represents the level-2 error'.

5 Model specification

Bearing in mind the experimental set, the selection of the variables to be included
in the models was carried out by computing association tests according to the nature
of each variable (Hosmer and Lemeshow, 2000). Following the common process for
developing multilevel analysis (Hox, 2010; Peugh, 2010; Aguinis et al. 2013;
Sommet and Morselli, 2017), the sociodemographic characteristics of the
respondents were introduced in the models as individual-level covariates, namely:
gender; age expressed in three classes (20-34; 35-49 and 50-64); area of residence
(named as ‘Geo’) considering four categories? North-West, North-East, Centre and
South of Italy; level of education (EDU) in three classes®, marital status and job
status. Then, the dimensions related to the investment habits of the respondents such
as being updated about financial news (dichotomous variable labelled as ‘news”) and

Yug;~ N(0,0%)

2 In line with the categorization made by NIELSEN.

3 The higher degree of education is obtained by three classes: "low" when the respondent got the degree
of Licenza Scuola Media or lower; "medium" when obtained at most the degree of Licenza Scuola
Superiore; and "high" when the respondent at least gained a university degree.
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a dummy variable ‘exp’ to capture their past experience in financial investment, and
a categorical measure of FL levels is considered.

After the implementation of an empty two-level model, the analysis continued by
building an intermediate model adding explanatory variables, the so-called
Constrained Intermediate Model (CIM) so as to assess the variation of the lower-
level effects from one cluster to another. Finally, the Augmented Intermediate Model
(AIM) is obtained starting from the best CIM: the model is similar to the constrained
intermediate model with the exception that it includes the random slope term of FL
or for EDUC. Then, the goal is to determine whether the AIM (random intercept-
random slope) achieves a better fit to the data than the CIM (random intercept). In
other words, our goal is to determine whether considering the cluster-based variation
of the effect of the lower-level variable -improves the model. To do so, after
gathering or storing the deviance of the CIM and AIM, a likelihood-ratio test is
performed, noted LRT. Comparing the random slope model which allows FL to vary
across strata and the CIM, the test is statistically significant (p-value<0.05), hence
there is evidence that the effect of FL changes across T.

6 Results

Before considering possible effects of covariates, the multilevel model with only

the intercept T is compared to the empty logit model and the LRT statistics has a
minimal p-value so that the null hypothesis was rejected!. Therefore, there is
evidence of unobserved heterogeneity at treatment level: as expected, individuals
evaluate the risk of Product I and Product II differently under the two frames.
The analysis continued by adding covariates at individual level (level-1) representing
respondents’ socio-demographic characteristics (such as age, gender and education),
their investment habits and FL score, and a parameter related to the experimental
setting (R). Some interaction among them are also performed. Since most of the
socio-demographic individual characteristics as well as attitudinal to financial
investment seem not related to the respondents’ propensity to make a correct risk
assessment, the only variables resulting statistically significant in the model are the
education level and the FL score. The CIM is therefore identified and, after
transforming f4; in probabilities, the results are as follows:

Table 3: Please use the caption style here

T Intercept EDUC medium EDUC high FL medium  FL high
0 0.1001193 0.560233 0.6597707 0.6357263 0.766669
1 0.2147556  0.560233 0.6597707 0.6357263 0.766669

The higher are the level of education or the FL score, the higher is the probability
of making the correct risk assessment. For example, participants with a high
education level assessed riskiness correctly in about 66% more cases than

! HO: variance between groups is 0.
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individuals with a low education level. This percentage is equal to 77% when
comparing individuals with low and high FL. The Figure below reports the predicted
probabilities of making the correct risk assessment using the parameters estimates
obtained in the CIM. In particular, the results are shown considering the relation
between FL and the dependent variable by using EDUC as stratification variable.
Firstly, the PS allows potential investor to make the correct risk assessment of the
Products more often than the WI do. In particular, participants with low skills (i.e.
FL _low, EDUC low or both of them) seem more advantaged by the PS tables which
constantly induce participants to more appropriate answers. Considering the WI
treatment, the increase in correct risk assessment is smooth moving from individuals
with a low FL score to the ones with high FL score. This is not the case under the
Probabilistic representation: a higher level of FL increased significantly the chance
of making the correct risk assessment.

Figurel: CIM predicted probabilities by FL and stratified by education level.

EDUC: low EDUC: medium
70% 70%
60% % 50% 53%
50% 50% 38%
40% 32% 40%
26%
30% 21% 30%
9 . 20% 32%
20% %
10% 165 10% 20%
0% 10% 0% 12%
low medium high low medium high
EDUC: high
0% Ba%
60% 8%
50%
35% _—
40% Wi
30% 1%
PS
20% 7%
10% 15%
0%
low medium high

FL is a fundamental factor which acts differently in relation to the two treatments.
In general, individuals with higher FL has more chance of making the correct risk
assessment. However, respondents with the higher level of FL evaluated Product I
and Product II riskiness correctly more frequently under PS scheme than the W1 one:
individuals with high FL have about 81% more chance than individuals with low FL
when PS is used; this relation stays only at 67% under the WI treatment. This
phenomenon suggests that: (i) the marginal contribution of higher FL level is strictly
positive under the PS; and (ii) since the chance of getting the correct answer is not
significantly different between FL _medium and FL_ high with respect to FL low,
increasing FL level is not the correct tool to use to potential debias investment
decisions when WI representations are used. As for the last point, indeed, even
participants with high FL score do not make the correct risk assessment of the
financial products. This might highlight the complexity of the WI representation and
its unreadable format. All these statements are confirmed by Figure 2 below which
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shows the marginal contribution of higher level of FL to the chance of achieving the
correct risk assessment by using education as stratification variable.

Figure 2: AIM predicted probabilities by FL and stratified by Education level.

EDUC: low EDUC: medium
70% 0% 59%
60% 3% 60%
50% 50%
40% 29% 40% 34%
30% 20% 0% 2%
20% 20% /‘.
10% 0/2‘9.:/,,—__—21.% 10% 24% 25%
0% 1% o 14%
low medium high low medium high
EDUC: high 62%
70%
60%
50% %
40% 33% —WiI
o
is : 31% 329 PS
10% 20%
0%
low medium high

The chance of making the correct risk assessment always increase moving from
individuals with low FL to the ones with a medium score. The benefit of a further
increase of FL score (i.e. moving from medium to high) is not consistent between
groups. Indeed, the relationship between FL score and the likelihood of getting the
correct risk assessment seems to be always positive under the Probabilistic scheme;
whereas under the WI representation this relationship become almost constant at
higher level of FL scores.
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Bayesian Model Comparison based on
Wasserstein Distances

Confronto di Modelli Bayesiani tramite Distanze di
Wasserstein

Marta Catalano, Antonio Lijoi and Igor Priinster

Abstract Exchangeable processes are extensively used in Bayesian nonparametrics
to model exchangeable data. Most common approaches assign a law to the process
through the specification of a random measure. When two processes only differ
in the law of the random measure, a distance between random measures provides a
natural way to compare them. In this work we propose one by relying on the Wasser-
stein distance. Moreover, we overcome the analytical difficulties of evaluating the
distance by developing sharp upper and lower bounds. The specialization of these
bounds to Gamma random measures provides the exact value of the Wasserstein dis-
tance in terms of the Kolmogorov distance between the base measures. The results
are based on a forthcoming work in collaboration with A. Lijoi and I. Priinster.
Abstract I processi scambiabili sono usati di frequente per modellare dati scambi-
abili. Nella maggior parte dei casi la legge del processo richiede la specificazione
di una misura aleatoria. Quando due sequenze scambiabili differiscono solamente
nella distribuzione delle misure, la valutazione di una distanza tra misure aleatorie
fornisce un modo naturale di metterle a confronto. In questo lavoro ne proponiamo
una basata sulla distanza di Wasserstein. Inoltre, superiamo le difficolta analitiche
tramite la derivazione di limiti superiori e inferiori. La specializzazione dei limiti
alle misure aleatorie Gamma fornisce il valore esatto della distanza di Wasserstein
in termini di distanza di Kolmogorov tra misure base. I contenuti si basano su un
lavoro di prossima pubblicazione in collaborazione con A. Lijoi e I. Priinster.

Key words: Bayesian nonparametrics, Completely random measures, Increasing
additive processes, Wasserstein distance.

Marta Catalano
Bocconi University, Milano, Italy. e-mail: marta.catalano@unibocconi.it

Antonio Lijoi
Bocconi University and Bocconi Institute of Data Science and Analytics (BIDSA), Milano, Italy.
e-mail: antonio.lijoi @unibocconi.it

Igor Priinster
Bocconi University and BIDSA, Milano, Italy. e-mail: igor.pruenster @unibocconi.it

167



Marta Catalano, Antonio Lijoi and Igor Priinster

1 Introduction

Consider a generic parametric class of models .# = {Mg|6 € ® C RF} assumed
to describe or approximate the distribution of n observations (xi,...,x,). Many
Bayesian inferential procedures rely on a notion of discrepancy between models,
which is often translated into a distance between random variables. For example,
sensitivity to the prior is assessed through a comparison between the posterior dis-
tributions, which often amounts to the evaluation of a (pseudo—)distance; see [2] for
a review. Moreover, these are also used in model selection [10], variable selection
[7], and in general in Bayesian testing when the hypotheses are nested. In this con-
text many authors think that Bayes factors, corresponding to 0—1 losses, may be too
restrictive and prefer considering distance—based losses instead [3, 16, 17].

A consistent portion of the Bayesian literature now focuses on the specification
and properties of the so—called nonparametric priors, whose large support guaran-
tees reliable predictions and estimations. The analytical tractability of the Dirichlet
process [9] opened the way to the study of many nonparametric structures relying
on random measures. For example, random measures are often normalized so to
provide de Finetti measures [14, 15] or to define priors for density functions [1],
which are both used to specify the law of an exchangeable process. In survival ana-
ysis, moreover, they provide effective ways to specify the law of random hazard
functions [8] or cumulative hazards [6, 11]. In all these cases, the specification of
the law for a stochastic process of interest requires the distribution of a random
measure. Typical inferential procedures analyse how this distribution is affected by
the observed data. Nonparametric analogues of the previous procedures, such as
sensitivity assessement and hypothesis testing, could then be based on distances be-
tween random measures. Interestingly, to the best of our knowledge there has not
been any attempt to define such distances in the Bayesian nonparametric literature.
We here propose a way to fill in this gap by exploiting the Wasserstein distance.
While simulations of the Wasserstein distance are easily achieved [19], analytical
evaluations are generally difficult. This raises the need for analytically tractable and
sharp bounds. We achieve such bounds for a wide subclass of random measures, the
so—called completely random measures.

The outline of the work is the following. After a brief recapitulation of basic no-
tions about completely random measures and the Wasserstein distance, in Section 3
we provide general upper and lower bounds for the Wasserstein distance between
completely random measures. These are expressed in terms of the underlying Lévy
measures and are then specialized to Gamma completely random measures in Sec-
tion 4.
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2 Preliminaries

This section will be devoted to the definition of a distance between random mea-
sures. We first recall some useful properties of the Wasserstein distance and of com-
pletely random measures.

Let X be a Polish space with respect to a metric d, endowed with the Borel 60—
algebra #(X), and let X; and X, be X—valued random elements. The Wasserstein
distance of order p € [1,+o0) between X; and X is defined as

1
W,q(X1,Xp) = inf E(d(Zy,Z,)P)?
pd (X1,X2) (Zl,Zz)lenC(Xl,Xz){ (d(Z1,22)P)7 },

where C(X|,X>) indicates the Fréchet class of X; and X», i.e. the set of distributions
on the product space X*> whose marginal distributions on X coincide with the laws
of X; and X;. In the rest of the paper we will focus on the case p =1 and (X,d) =
(R,]-|), i-e. the real line with Euclidean distance, and we will denote such distance
W. It can be shown that

[E(X) —EY)| <W(X,Y) <E(X]) +E(]Y]). M

In particular, the Wasserstein distance is finite when the random variables have finite
mean.

Consider the space M(R) of boundedly finite measures on R endowed with the
weak® topology [5], and denote by .# (R) the corresponding Borel c-algebra. A ran-
dom measure is a random element on the Borel space (M(R), .# (R)). We identify
each random measure fi with its corresponding cumulative process { fi ((—eo,x]) } xer
and propose the following distance between random measures.

Definition 1. Given two random measures fi; and fi; on R we define

dw (nal ) ‘112) = sup W(Ij'l ((—OO,X]),[JQ«—OO,X])),
xeR
where W is the Wasserstein distance. It is easily shown that dy is a distance on the
laws of random measures and we refer to it as the Wasserstein distance between
random measures. The distance dy is finite whenever E(fI;(R)) < oo, fori = 1,2.

The rest of the work concerns the evaluation of this distance on the so—called
completely random measures. A random element fI taking values in (M(R),.#Z (R))
is a completely random measure (CRM) if, given a finite collection of pairwise dis-
joint bounded sets {A,--- ,A,} in Z(R), the random variables {f1(A),- -, fi(A,)}
are mutually independent [12]. Every CRM [i can be decomposed as the sum of

three independent components, [i 4 U+ fif + [i., where U is a deterministic mea-
sure, fiy is a random measure with fixed atoms and fi. is a random measure without
fixed atoms. Let R = (0, +e0). In particular, for every CRM without fixed atoms
there exists a diffuse boundedly finite measure v on R* x R such that

169



Marta Catalano, Antonio Lijoi and Igor Priinster

_ d [T
fc(dy) :/0 s A (ds,dy),

where .4 is a Poisson random measure with intensity v. This means that .4 is a
CRM on R* x R and, for any B € Z(R") ® Z(R) such that v(B) < , A4 (B)
is a Poisson random variable with mean v(B). The corresponding cumulative pro-
cess {fI.((—o0,x])}rer is an increasing additive process on R with Lévy measures
Vi(ds) = [(_w V(ds,dy) satistying

1
/ SA1Ve(ds) < +oo vx e R.
0

In applications to Bayesian frameworks one is usually interested in CRMs that are
infinitely active, i.e. such that v,((0, 1]) = +oo Vx € R. Moreover, we point out that
fic has finite mean if and only if sup, [y s Vi (ds) < +oo.

3 Wasserstein Bounds for Completely Random Measures

The Wasserstein distance can be easily simulated [19] but it is generally difficult to
evaluate analytically. Nonetheless this is an important task since it can be used to
quantify, for example, the sensitivity of the model to the prior specification of CRM.
Our purpose for this section is to provide a general framework to derive upper and
lower bounds for the Wasserstein distance between completely random measures in
terms of their corresponding Lévy measure.

We focus on CRMs without fixed atoms, though our results can be extended in
a natural way to CRMs with atoms. If fi is infinitely active, its Lévy measure V is
diffuse and not finite. Thus, for i = 1,2 and r > O there exists &; , > 0 such that

Vix([€iry+o0)) =T

We further define the probability measure p; ;.. to be proportional to the restriction
of v; x on the interval [g; ,, +0), i.e.

Vix (ds)

pitr,x(ds) = [&i,ryFo0) (S),

which can be shown to be the distribution of the jumps of the compound poisson
approximation of ;((—oo,x]); see [18].

Theorem 1. Let fi; and [iy be infinitely active CRMs with finite mean. Then for
everyx € R

‘,/()+ms(vl7va2,x)(ds) SW(ﬁl((iwax])vQZ((fwvx])) < lim }’W(P17r,xap2,r,x)'

r—-oo

Moreover, the limit on the right hand side is finite.
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The lower bound is an immediate consequence of (1). As for the right hand side,
it can be seen as a generalization of [13], where the authors provide upper bounds
on the Wasserstein distance between Lévy processes; see [4] for a proof.

4 Gamma Completely Random Measures

In this section we apply Theorem 1 to evaluate the exact expression of the Wasser-
stein distance between Gamma completely random measures. We recall that a
Gamma CRM ji of parameter » > 0 and base measure & has Lévy intensity

—sb

e
v(ds,dy) = —— Lo 4o) (s) dsat(dy).

We use the notation fi ~ Ga(b, ). The random measure fi is easily shown to be
infinitely active and, if « is a finite measure on R, it has a finite mean. Moreover,
we set x — A(x) = a((—o0,x]).

Theorem 2. Let fi; ~ Ga(b;, o), where 0 < by < by and @ is a finite measure on R
fori=1,2. Then,

Llfoy=0m=ucq,

W (i1 ((—o0,x]), 2 ((—o0,x])) = A(x)

2.Ifby = by, = b,

W (i ((—oo,), (o, 2]) = 141 () — > (9)].

Remark 1. Theorem 2 clarifies the sharpness of the bounds derived in Theorem 1.
Indeed, in this case the upper and lower bound coincide and can thus be used to
derive the exact value of the Wasserstein distance.

Remark 2. Theorem 2 provides an immediate evaluation of the distance between
completely random measures defined in Definition 1. By taking the supremum over
x € R, one derives

1.If oy =0 =,
1 1

dw (i1, fiz) = a(R) b by

>

2.If by =by=0b, .
dw (i1, fl) = ZK(OH»OQ),

where K (o, o) indicates the Kolmogorov distance between two finite measures,
namely
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K(Oll s (Xz) = sup |A1(x) —A2()C)|.

Intuitively, one expects that CRMs with similar parameters are close to each other.
Our results confirm the intuition and allow for a precise quantification of the close-
ness in terms of Wasserstein distance.
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Hierarchical Clustering and Dimensionality
Reduction for Big Data

Clustering e Riduzione Dimensionale Gerarchici per Dati
di Grandi Dimensioni

Carlo Cavicchia, Maurizio Vichi and Giorgia Zaccaria

Abstract The development of new technologies and methods of data collection pro-
duces the necessity to summarise the large quantity of information that is available.
Usually, we face a data matrix X of size (n x J), corresponding to n statistical units
and J quantitative variables, where n and J are very large. Clustering is the analysis
which identifies homogeneous clusters of units, thus it might be meant as a way to
reduce their dimension. Dimensionality reduction techniques are methods to obtain
latent dimensions (less than manifest variables), so they reduce the dimensionality
of the variables space. In this paper, we apply Double Hierarchical Parsimonious
Means Clustering [2] in order to get a simultaneous hierarchical parsimonious clus-
tering of units - aggregated around centroids - and dimensionality reduction of vari-
ables - aggregated around components - on Asia-Europe Meeting (ASEM) data set.
The model is estimated by using the LS method and an efficient coordinate descent
algorithm is given. The goodness of fit of the double hierarchical parsimonious trees
can be computed to assess the quality of the two hierarchical partitions.

Key words: clustering, dimensionality reduction, big data, hierarchy.
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1 Introduction

In recent years, with the data revolution and the use of new technologies, phenom-
ena are frequently described by a huge quantity of information useful for making
strategical decisions. A priority for policymakers is having simple statistical meth-
ods useful to synthesise all the available information. Different levels of synthesis
are required by stakeholders in order to describe properly different phenomena.

Cluster analysis is a field of study which tries to identify homogeneous clusters
of units. Hierarchical clustering methods are well-known and widely used for pro-
ducing a hierarchy of statistical units, clustered in (n — 1) nested partitions. Most
of these methods take into account an objects-by-objects dissimilarity matrix, by
setting a priori the kind of metrics and linkage in order to measure and update the
distance between items, respectively. These clustering methods are heuristic and
they do not underpin a model for the dissimilarity data or an objective function
that can be optimised. [7] proposed a method that extends K-means to the case of
hierarchical clustering estimating the objective function via least squares.

Dimensionality reduction methods (e.g. Principal Component Analysis (PCA)
and Factor Analysis (FA)) are usually implemented to obtain a straightforward in-
terpretation of the data. These methodologies are sometimes not able to get the real
structure of the data and their relationships, i.e. a hierarchical correlation structure.

[3] proposed a hierarchical extension of Disjoint Principal Component [4] in
order to build composite indicators.

In this paper, we apply the Double Hierarchical Parsimonious Means Cluster-
ing [2] in order to get a simultaneous hierarchical partitions of units - represented
by centroids - and of variables - represented by components - on the Asia-Europe
Meeting (ASEM) dataset. The aim of this research is to build a composite indicator
for ASEM taking into account a hierarchical set of nested partitions of countries.

The paper is organised as follows. In Section 2 the model is presented and in
Section 3 it is applied on the ASEM dataset. Finally, in Section 4 some conclusions
end the paper.

2 Methodology

In the era of big data, the need to synthesise information is even more crucial. Clus-
tering and dimensionality reduction are considered in order to synthesise large quan-
tity of data. Both for units and for variables, it is worthy to identify clusters or classes
of objects that represent homogeneous features. On one hand, the huge amount of
data holds much more information than previously and millions of statistical units
are available; on the other hand, it becomes necessary to understand if this informa-
tion might be transformed into statistical knowledge.

The syntheses of objects and variables are usually achieved according to sequen-
tial or simultaneous approaches, as the tandem analysis or the Clustering and Dis-
Jjoint Principal Component Analysis (CDPCA) proposed by [8], respectively. Many
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authors have criticised the former method since it brings about a masking of the tax-
onomic information of the data. However, the simultaneous approach does not allow
to inspect the hierarchical relationships between dimensions of a multidimensional
phenomenon, whenever they exist.

In the specialised literature, many methodologies have been developed to sim-
plify the complete hierarchies ([5]) and to build parsimonious trees ([6]), both for
units and variables. In case of big data, the parsimony property is fundamental to
interpret the results.

[2] studied a new hierarchical simultaneous model-based approach to cluster ob-
jects and to identify new latent concepts, each one associated to a group of variables.
The methodology is based upon the CDPCA, starting from a fixed number of clus-
ters K and components Q and reducing these values by one at each hierarchical
level. Formally,

X = UM, V,B, +E; Vk=K,...,1,g=0,...M, (D)

where X is a (n x J) data matrix - with n statistical units and J quantitative variables-
, Ur and V; are the membership matrices for units and variables, respectively, B, is
the matrix of weights and My, is the centroids matrix in the reduced space.

The model (1) is subject to the classical constraints on membership matrices for
partitioning and, according to [8], on the reparametrization of the loading matrix A,
into the product of two matrices, i.e. B, and V. Furthermore, a constrain on nested
partitions has been added to the model (1).

Eq.(1) represents the reflective part of the model with Q — M + 1 hierarchical
levels. M identifies the number of the bottom-up level of the hierarchy at which the
model becomes formative, i.e. the M components are merged into a unique measure
of synthesis, and it is selected according to a statistical test.

The model is estimated in a least-squares semi-parametric framework in which a
quadratic loss function is minimised and it is implemented with a coordinate descent
algorithm. The latter is efficient in real applications.

3 Application: ASEM Index - International Sustainable
Connectivity

Asia-Europe Meeting (ASEM) Sustainable Connectivity Index is aimed at measur-
ing connectivity among countries, people and societies in an economic sense (e.g.
transport links, energy, trade,...) and in a social sense (e.g. migration, linkage, cul-
tural connection,...). The data comprises 51 countries! - 30 European and 21 Asian
- and 49 indicators.

I Source: [1].
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The indicators are grouped in two indexes, Connectivity and Sustainability, with
5 and 3 dimensions respectively, as shown in Figure 1.

ASEM Sustainable Connectivity
[T

Connectivity Index Sustainability Index

Physical @ Environmental

Q Economic/Financial Social

@ Political @ Economic/Financial
@ Institutional

@ People-to-people

Fig. 1 ASEM Sustainable Connectivity Conceptual Framework'.

The methodology described in Section 2 has been implemented on this data set
for clustering countries and build a composite indicator, i.e. a measure of synthesis,
from the 49 indicators. With respect to the construction of the variables hierarchy,
two research approaches are defined: confirmatory and exploratory. In the former,
the 8 dimensions are fixed (Figure 1), i.e. the partition of the manifest variables at the
eighth hierarchical level is constrained. In the latter, all the constraints are relaxed
and the initial parsimonious number of variable groups is pinpointed according to
the unidimensionality of the components. In both cases, the optimal solution of the
model corresponds to 6 clusters of statistical units. Before analysed the results and in
order to measure the internal reliability of the two proposed indices, the Cronbach’s
o has been computed: the Connectivity index has o¢ = 0.94 and the Sustainability
one has oo = 0.37. Thus, the former seems to be very consistent, whereas the latter
turns out to be not reliable.

In the confirmatory approach, the model (1) underpins the theoretical double
composite indicators approach with M = 2, whose corresponding components are
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Path Diagram of HDPCA
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Fig. 2 Conrmatory Approach on ASEM Data Set. Variables Hierarchy.

merged together in a formative way. The partition obtained at this hierarchical level
is equal to the one proposed, except for the dimension Institutional - which belongs
to the Sustainability index group according to the model (1) - as shown in Figure 2.
The Cronbach’s & shows improvements for this group, passing from 0.37 to 0.67.
Moreover, only one dimension is not unidimensional (Political) - the unidimension-
ality is assessed according to the magnitude of the “restricted” covariance matrix
second eigenvalue.

In the exploratory approach, the model (1) pinpoints Q = 3 unidimensional com-
ponents and it underpins again the theoretical model identifying M = 2. The three
groups are composed by the following variables of the theoretical domains:

e 4/8 Physical,5/5 Economic/Financial (Connectivity), 1/3 Political,7/8 People-
to-people.

e 4/8 Physical, 2/3 Political, 6/6 Institutional, 1/8 People-to-people, 1/5 Envi-
ronmental, 9/9 Social.

e 4/5 Environmental, 5/5 Economic/Financial (Sustainability).

2 It refers to the manifest variables of the data matrix associated to a component.
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Path Diagram of HDPCA
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Fig. 3 Exploratory Approach on ASEM Data Set. Variables Hierarchy.

The components related to the aforementioned groups seem to be coherent with
the confirmatory results. Indeed, the first group is mainly composed by three do-
mains of the Connectivity index, the third by two dimensions of the Sustainability
index, and the second one puts together the Institutional domain with many vari-
ables pertaining to the Connectivity index. The Cronbach’s o are 0.96, 0.78 and
0.94, respectively.

The clustering of the statistical units returns the same results both for the con-
firmatory and the exploratory approach. The optimal number of clusters turns out
to be equal to 6, according to the best solution of the model (1) as represented in
Figure 4 by the red line.

The six clusters are pinpointed by the following countries:

1. Austria, Belgium, Denmark, Finland, Ireland, Luxembourg, Netherlands, Nor-
way, Sweden, Switzerland, Australia, New Zealand, Singapore.

2. Brunei Darussalam, Kazakhstan, Mongolia, Russian Federation.

3. Bulgaria, Croatia, Cyprus, Czech Republic, Estonia, Greece Hungary, Latvia,
Lithuania, Malta, Poland, Portugal, Romania, Slovakia, Slovenia.

4. Italy, Spain, Japan, Korea.

5. France, Germany, United Kingdom, China.
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Fig. 4 Unit Clustering of the ASEM Data Set. Partition in 6 clusters of units (red line).

6. Bangladesh, Cambodia, India, Indonesia, Lao PDR, Malaysia, Myanmar, Pak-
istan, Philippines, Thailand, Vietnam.

The hierarchical levels from the sixth, i.e. that one with 6 clusters of countries,
upwards are firstly defined by the aggregations of some of the European countries
- 1 and 5 - and the Asian countries - 2 and 6. Then, the former and the remaining
clusters of the European countries groups are lumped together, coherently with their
geo-political distribution.

4 Conclusions

Clustering and dimensionality reduction are widely used analyses and their applica-
tions might be in several areas. Both for statistical units and for variables, the process
of reduction often has a hierarchically nested shape which can be represented with
a graphical configuration of a tree.

The hierarchy-shape is perfect to represent multidimensional concepts, starting
from more specific ones up to the most general one, and to understand the under-
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lining interconnections. A hierarchical approach permits to stop the analysis at the
level the researcher considers optimal and it allows the researcher to investigate all
the interconnections among items (i.e., variables and/or statistical units). In this pa-
per, we applied the model proposed by [2] in order to get the optimal number of
clusters and the optimal dimensions of the Asia-Europe Meeting (ASEM) data. The
presence of an objective function permitted us to test a given theory and then to
propose a new framework given by the study of the relations behind the data. The
result is a deep study of the structure of the data and a reduced data matrix in both
the dimensions (i.e, variables and/or statistical units).

References

1. Becker, W., Dominguez-Torreiro, M., Neves, A.R., Tacao Moura, C. J., Saisana, M.: Explor-
ing ASEM Sustainable Connectivity What brings Asia and Europe together?, ISBN 978-92-
79-99726-6, doi:10.2760/738153, PUBSY JRC112998 (2019)

2. Cavicchia, C., Vichi, M., Zaccaria, G.: Double Hierarchical Parsimonious Means Clustering.
Unpublished manuscript

3. Cavicchia, C., Vichi, M., Zaccaria, G.: Hierarchical Disjoint Principal Component Analysis.
Unpublished manuscript

4. Ferrara, C. and Martella, F. and Vichi, M.: Dimensions of Well-Being and Their Statistical
Measurements. Studies in theoretical and applied statistics. 85-99 (2016)

5. Gordon, A. D.: Classification. Chapman & Hall/CRC, 2" Edition (1999)

6. Hartigan, J. A.: Representation of Similarity Matrices by Trees. Journal of the American
Statistical Association. 62:320, 1140-1158 (1967)

7. Vichi, M., Groenen, P.K., Cavicchia, C.: Hierarchical Means Clustering. Unpublished
manuscript

8. Vichi, M., Saporta, G.: Clustering and Disjoint Principal Component Analysis. Computational
Statistics and Data Analysis. 53, 3194-3208 (2009)

180



ICOs success drivers: a textual and statistical
analysis

Fattori di successo nelle ICOs: un’analisi testuale e
statistica

Paola Cerchiello and Anca Mirela Toma

Abstract Initial coin offerings (aka ICOs) represents one of the several by-product
of the cryptocurrencies world. New generation start-up and existing businesses in
order to avoid rigid and long money raising protocols imposed by classical channels
like banks or venture capitalists, offer the inner value of their business by selling
tokens, i.e. units of the chosen cryptocurrency, like a regular firm would do with and
IPO. Fraudulent activities perpetrated by unscrupulous start-up happen quite often
and it would be crucial to highlight in advance clear signs of illegal money raising. In
this paper, we employ a statistical approach to detect what characteristics of an ICO
are significantly related to fraudulent behaviours. We leverage a number of different
variables like: entrepreneurial skills, number of people chatting on Telegram on the
given ICO and relative sentiment, type of business, country issuing, token pre-sale
price.

Abstract Nell’ambito delle nuove Financial Technologies dette FinTech, ricoprono
un ruolo importante le Initial Coin Offerings ovvero forme di raccolta di denaro a
sostegno di una determinata idea di business. Le ICOs offrono in cambio un token
ovvero una moneta virtuale che potr poi essere scambiata presso exchange decen-
tralizzati. Le idee di business non sono ovviamente tutte uguali e si caratterizzano
per probabilit di rischio differenti. In questo paper ci proponiamo di analizzare quali
caratteristiche delle ICOs influiscano maggiormente sul relativo rischio grazie ad
un’analisi statistica condotta su un dabase appositamente costruito.

Key words: Initial coin offerings, cryptocurrencies, text analysis, fraudulent activ-
ities
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1 Introduction

Initial coin offerings (aka ICOs) are becoming more and more popular and rep-
resent an alternative strategy to raise money thanks to a new technology known
as blockchain. New generation start-up and agile existing businesses, in order to
avoid rigid and long money raising protocols imposed by classical channels like
banks or venture capitalists, can offer the inner value of their business by selling
tokens, i.e. units of a chosen cryptocurrency. Blockchain (chain of blocks) is the
core technology at the basis of a cryptocurrencys; it is a Distributed Ledger Technol-
ogy defined as distributed, shared, encrypted database that serves as an irreversible
and incorruptible repository of information (Wright, De Filippi, 2015). The number
of cryptocurrencies available worldwide is close to 2100, this amount is constantly
growing and if we consider market capitalization, Bitcoin is currently the largest
blockchain network, followed by Ethereum, XRP, Litecoin, EOS, Bitcoin Cash, Bi-
nance Coin, Stellar, Tether and Tron, all those are struggling for the top ten market
cap podium. The Bitcoin market capitalization increased from approximately 0.04
billion U.S. dollars in the first quarter of 2012 to approximately 237.62 billion U.S.
dollars in the fourth quarter of 2017. It has since decreased, amounting to 66.18 bil-
lion U.S. dollars in the fourth quarter of 2018. (Coinmarketcap.com, March, 2019).
The success of such decentralized technology lays on the fact that it works without
the commitment and the control of a central authority: the blockchain is a Peer-to-
Peer technology. The more a P2P network is distributed, scalable, autonomous and
secure, the more the P2P network is valuable.

During the last year 2018, there have been 1076 ICOs, with a peak in May (145)
were the ended project raised more than 21 billion US. Among those, EOS is by far
the most reworded one with 4.1 billion US followed by Telegram ICO (Pre-sale 1 &
2) that reached 1.7 billion US (Coinschedule.com, January 21, 2019).

Despite the interest arose by ICOs and the constantly growing trends, it is worth
mentioning that almost half of ICOs sold in 2017 failed by February 2018 (Hankin,
2018). In fact, what should drive more attention on ICOs is the consistent presence
of scam activities only devoted to raise money in a fraudulent way. It is of inter-
est in this work to assess what factors affect the probability of success of an ICO.
Relying on previous studies, Adhami et al. in 2018, based on the analysis of 253
ICOs, showed that the following characteristics contribute: the availability of the
code source, the organization of a token presale and the possibility for contributors
to access a specific service (or to share profits).

The main source of information about blockchains, tokens and ICOs is obviously
the Web. Here we can find financial rating platforms enabling to explore the various
blockchain platforms were to issue the tokens, such as the most used Ethereum, and
extensive details about the ICO campaign.

On top of all the characteristics explained so far, there is a further and not yet
explored point of interest: the Telegram chats. Telegram is a cloud-based instant
messaging and voice over IP service developed by Telegram Messenger founded by
the Russian entrepreneur Pavel Durov. As of October 2017, Telegram was by far
the most popular official discussion platform for current and upcoming ICOs, with
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75%+ of these projects utilizing it. These means that retrieving Telegram discus-
sions associated to each ICOs, would produce a huge amount of textual information
potentially useful for understanding the chance of success and more interestingly
possible signs of scam activities.

In this paper we propose a combined approach based on classical classification
models like logistic regression and random forest to highlight significant variables
in distinguishing success from scam, and on text analysis. Specifically, we shall
elicit from text whether some words/topic and/or a specific sentiment is expressed
differently in successful/failure/scam ICOs. We have monitored and collected data
(still collecting at the present date) for 120 ICOs from the beginning of 2018.

The paper is organized as follows: in section 2 we present the statistical method-
ology, in section 3 we describe collected data, in section 4 we illustrate results and
in section 5 we report our final comments.

2 Methodology

In this paper we leverage two kinds of information: structured and unstructured
ones. Regarding the former, more widely described in Section 3, we take advan-
tage of classical statistical classification models to distinguish successful, failure
and scam ICOs. Logistic regression aims to classify the dependent variable in two
groups, characterized by a different status [1=scam vs O=success or 1=success vs
O=failure] in which ICOs are classified by logistic regression, specified by the fol-
lowing model:

ln(%):a—i—Zﬁjx,»j, (1)
pl ,/
where p; is the probability of the event of interest, for ICO i, x; = (x;1,..., X;j , ...,

xiy) is a vector of ICOs-specific explanatory variables, and the intercept parameter
o, as well as the regression coefficients Bj , for j =1,...,J, are to be estimated
from the available data. It follows that the probability of success (or scam) can be
obtained as:

1
a 1—|—exp(a+):jﬁjx,-j)7

Di 2

Considering the textual analysis of Telegram chat we have applied a Bag of Word
(BoW) approach, where a text is represented as an unordered collection of words,
considering only their counts in each comment of the chat. For descriptive pur-
poses we have used wordclouds for each and every Telegram chat according to the
general content and to specific subcategories like sentiments and expressed moods.
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The most critical part of the analysis relies on the sentiment classification. In gen-
eral, two different approaches can be used: 1. Score dictionary based: the sentiment
score is based on the number of match between predefined list of positive and neg-
ative words and terms contained in each text source (a tweet, a sentence, a whole
paragraph); 2. Score classifier based: a proper statistical classifier is trained on a
large enough dataset of prelabeled examples and then used to predict the sentiment
class of a new example. Insofar, we decided to focus on a dictionary based approach,
adapting appropriate lists of positive and negative words relevant for ICOs topics in
English language. We employ 3 vocabularies from the R package "tidytext’: AFINN,
BING and NRC.(Silge, Julia & Robinson, David. (2016). tidytext: Text Mining and
Analysis Using Tidy Data Principles in R. The Journal of Open Source Software. 1.
10.21105/j0ss.00037.)

All three of these lexicons are based on unigrams, i.e., single words. These
lexicons contain many English words and the words are assigned scores for pos-
itive/negative sentiment, and also possibly emotions like joy, anger, sadness, and so
forth. The NRC lexicon categorizes words in a binary fashion (yes/no) into cate-
gories of positive, negative, anger, anticipation, disgust, fear, joy, sadness, surprise,
and trust. The BING lexicon categorizes words in a binary fashion into positive
and negative categories. The AFINN lexicon assigns words with a score that runs
between —5 and 5, with negative scores indicating negative sentiment and positive
scores indicating positive sentiment.

3 Data

In this preliminary work we examine 120 ICOs starting from January 2017 to June
2018. For each project we gather information from web-based sources, mainly rating
platforms such as: icobench.com, TokenData.io, ICO Drops.com, CoinDesk.com
and project’ s websites.

In the first step of collecting process we look for general characteristics such as
the name, the token symbol, start and end dates of the crowdfunding, the country of
origin, financial data such as the total number of issued token, the initial price of the
token, the platform used, data on the team proposing the ICO, data on the advisory
board, data on the availability of the website, availability of white paper and social
channels.

Some of these data, such as short and long description, and milestones are tex-
tual descriptions. Others are categorical variables, such as the country, the platform,
the category (which can assume many values), and variables related to the team
members (name, role, group). The remaining variables are numeric, with different
degrees of discretization. Unfortunately, not all ICOs record all variables, so there
are several missing data. The ICO web databases that we use are fully checked in
order to minimize the missing values of one of the platforms, therefore we validate
the information checking for the details on the website and on the white paper. As
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a result, the complete set of reliable information comes from the matching between
the website and the white paper.

A second step in the data collecting process takes into account the social chan-
nels. Those are more personal than every database, rating platform or websites, so
they are a way to reach a wide range of users updating them constantly about the
evolution of the project and creating a trusty environment that can finalize in a suc-
cessful crowdfunding activity. In order to conduct the textual analysis, we enrich
our database with the social channels data, such as the presence of a channel, the
numbers of users as a proxy of the community engagement and as mentioned in the
introduction the textual chat, retrieved backward till the creation of the chat. The
most used social channels are Telegram, Twitter, Facebook, Bitcointlak, Medium,
while Linkedin, Reddit and Slack are not frequently used.

With regards to the entrepreneurial dimension, we investigate the team compo-
nents, pointing out that the members checked until now are almost 1000, with a
median size of 7 for project. For each team member we checked general informa-
tion related to the social engagement, looking for the Linkedin channel activity (
48 % of them do not have an individual page), the numbers of connections, the job
position in the project and the academic background.

4 Empirical Evidence

In this section we report our main results obtained from classification analysis and
textual analysis.

Regarding the former table 1 and table 2 report results respectively for logistic
regression on Success/Failure (class 1 variable) and for multinomial logistic regres-
sion. The reader can see in table 3 that the only two relevant dummy variables are:
the presence of a white paper and of a Telegram chat. Both present positive co-
efficients showing their impact on the increasing of the probability of success of
an ICO. Regarding the two continuous variables, number of elements of the team
and number of advisors (both appropriately standardized), are highly significant and
positive suggesting that increasing people and advisors has a positive impact. In ta-
ble 4 we can see results for scam ICOs, on the basis of a logistic regression modified
for highly rare events as it occurs in our analysis (only 8 scam ICO out of 120 mon-
itored). Reminding that the target variable ’class1’ is labeled with O for scam and
1 otherwise, we can infer that both the presence of a website and of the Twitter
account have a positive impact in not being a scam. In other words, the absence of
these two characteristics is a driver of scam activity suspects. Considering the two
continuous variables, number of components of the team and number of advisors,
they have been evaluated with a non linear effect (smooth component) and similarly
to previous results, we notice a positive impact. Thus, the increasing in the number
of people engaged within an ICO, impacts positively on the probability of not being
a scam even if not in a linear way.
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Table 1 Results from Logistic regression on Success/Failure

Dependent variable:

class2
nr_team 4.522%**
(1.494)
nr_adv 1.686**
(0.634)
w_paper 3.113%
(1.147)
tm 1.917**
(0.955)
Constant —2.189
(1.458)
Observations 120
Log Likelihood —28.308
Akaike Inf. Crit. 66.616
Note: *p<0.1; *p<0.05; “*p<0.01

Table 2 Results from Gev logistic regression on Scam/non scam

Dependent variable:

classl
w_site 2.0115%*

(0.490)
tw 1.230*

(0.597)
s(nr_team_st) 3.973**

(smooth components)

s(nr_adv_st) 2.057*
(smooth components)

Constant 0.9894

(0.927)
Observations 120
tau —0.25
total edf 9.03
Note: *p<0.1; *p<0.05; **p<0.01
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5 Conclusions

In this paper we address the issue of discovering the success drivers of an ICO. Ini-
tial coin offering (aka ICO) represents one of the several by-product of the cryp-
tocurrencies world. New generation start-up and existing businesses in order to
avoid rigid and long money raising protocols imposed by classical channels like
banks or venture capitalists, offer the inner value of their business by selling tokens,
i.e. units of the chosen cryptocurrency, like a regular firm would do with and IPO.
The investors of course hope in a value increasing of the tokens in the near future,
provided a solid and valid business idea typically described by the ICO issuers in a
white paper, both a descriptive and technical report of the proposed business. How-
ever, fraudulent activities perpetrated by unscrupulous start-up can happen and it
would be crucial to highlight in advance clear signs of illegal money raising.

While analyzing success vs failure dynamic with a classification model is rela-
tively easy since the incidence of the two classes is almost equal (50-50), it is much
more complicated to highlight the key aspects that could witness a fraudulent activ-
ity since, in the last 3 years, only few scam events have been reported. In our sample
made of 120 ICOs we have 8 scam ICOs and by fitting a logistic regression model
for highly unbalance data, our preliminary results tell that both the presence of a
website and of the Twitter account have a positive impact in not being a scam. In
other words, the absence of these two characteristics is a driver of scam activity sus-
pect. Considering the two continuous variables, number of components of the team
and number of advisors, they have been evaluated with a non linear effect (smooth
component) and we notice a positive impact. Thus, the increasing in the number of
people engaged within an ICO, impacts positively on the probability of not being a
scam even if not in a linear way.
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Small area estimators with linked data

Stimatori per piccole aree nel caso di dati ottenuti
attraverso il record linkage

Chambers Raymond and Fabrizi Enrico and Salvati Nicola

Abstract In Small Area Estimation data linkage can be used to combine values of
the variable of interest from a national survey with values of auxiliary variables
obtained from another source like a population register. Linkage errors can induce
bias when fitting regression models; moreover, they can create non-representative
outliers in the linked data in addition to the presence of potential representative
outliers. In this paper we adopt a secondary analyst’s point view, assuming limited
information is available on the linkage process, and we develop small area estima-
tors based on linear mixed and linear M-quantile models to accommodate linked
data containing a mix of both types of outliers. A simulation exercise is presented
to illustrate the main results.

Abstract Nella stima per piccole aree il data linkgage puo essere utilizzato per
combinare i valori della variabile di interesse ottenuti da un’indagine campionaria
con i valori delle variabili ausiliarie ottenuti da un’altra fonte, tipicamente un reg-
istro. Gli errori di linkage possono indurre distorsione nella stima dei parametri
dei modelli di regressione; inoltre, possono creare valori anomali non rappresen-
tativi accanto ai valori anomali rappresentativi potenzialmente presenti nei dati. In
questa ricerca adottiamo la prospettiva di un analista secondario, supponendo che
siano disponibili informazioni limitate sul processo di linkage e sviluppiamo stima-
tori per piccole aree basati su modelli lineari misti e M-quantilici per trattare dati
linkati contenenti un mix di entrambi i tipi di valori anomali. Viene presentato un
esercizio di simulazione per illustrare i principali risultati.

Key words: Exchangeable linkage error; Finite population inference; Linear
mixed models; Mean Squared Error estimation; Robust estimation.
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1 Introduction

A small area estimation problems arises when estimates for a collection of subsets
(often called areas) of a target population are needed, but area-specific samples are
too small for ordinary estimators of population descriptive quantities to reach ade-
quate precision. Small area estimation methods complement survey data on the tar-
get variable y, with area specific auxiliary information. A standard setting is where
it is reasonable to assume that the value y;; for unit j in area i is related to a known
vector of covariates X;; by means of a regression model. These x;; values, assumed
to be known for both the survey sample and the rest of the population, are then used
to predict the area parameter of interest.

Data integration is fast becoming an intrinsic part of Official Statistics, in large
part due to the increasing availability of administrative registers and other popula-
tion data sources. Here we focus on the situation where the y;; values are measured
in a sample survey but where the x;; are extracted from a population register and
then linked to the sampled units. In many cases an error-free unique identifier is not
available and we need to allow for record linkage errors.

We assume the point of view of a secondary data analyst with limited access to
information related to data linkage process, so our attention will be devoted to the
analysis of linked data rather than to the process of record linkage. Overlooking
linkage errors when analysing linked data can lead to biased estimates even if most
records are correctly linked. Bias correction methods when fitting linear regression
models to linked data are discussed in Scheuren and Winkler (1993), Scheuren and
Winkler (1997), Lahiri and Larsen (2005), Chambers (2009), Kim and Chambers
(2012) and Han and Lahiri (2018). The impact of linkage errors on linear mixed
models, which are often used in small area estimation, has received comparatively
less attention (Samart and Chambers, 2014). More specifically, we are aware of just
one other article (Briscolini et al., 2018) where linear mixed models are used with
linked data for small area estimation.

However, there is another aspect to linkage errors that seems to have attracted
much less attention. This is when linkage errors generate artificial outliers in the
linked data set. Let yfj denote the linked value corresponding to y;;. Such an outlier
can then be generated when there is linkage error, and the residual associated with
the correctly linked pair (y,-j, X; j) is small, but the residual associated with the incor-
rectly linked pair (yfj, X;;) is large. This can happen when the variables used in the
matching process (such as names, addresses, identification codes) are independent
of those used as regressors.

Using the distinction between representative and non-representative outliers in-
troduced by Chambers (1986), these artificial outliers are non-representative, and so
are fundamentally different from outliers associated with the correctly linked pop-
ulation units, which are representative. The problem is that is not possible to tell a
priori whether an outlier is induced by linkage error (and so is non-representative)
or is representative.

Two questions immediately arise. The first is whether well-known outlier robust
methods for small area estimation can adequately deal with the mix of representative
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and non-representative outliers that can potentially occur in a linked data situation.
In the rest of this paper we introduce basic notation and concepts (section 2), the
modification of linear mixed models and M-quantile linear regression needed to al-
low for linkage errors (section 3) and the results from a simulation exercise (section
4). Technical results are omitted due to lack of space.

2 Background and notation

We assume that we have two registers covering the same population U of size N
and that can in principle be linked one-to-one. The first register, labelled Y is the
one from which the target variable is sampled, while the second, X contains the
auxiliary variables.

We assume that each register is partitioned into Q non-overlapping blocks such
that linkage errors are homogeneous within a block. Moreover we assume that link-
age errors are possible within blocks but not across blocks. For the purposes of small
area estimation U can be partitioned into D non-overlapping areas, and that the link-
ing is carried out within an area, so two population units from different areas cannot
be erroneously matched. Cross-classifying U by the area and block indicators, we
then define Uy, to be the subset of N, population units that make up the segment of
area i nested within block ¢, withi=1,...,.Dandg=1,...,0. We use X;;; and y;q
to denote individual population values from the two registers associated with this ig
cell.

Let’s suppose a sample is drawn with a non-informative sampling design. Let s;,
denote the set corresponding to the n;, population indexes of the sample units in
small area i and block ¢, with n = Z,'D:1 Zqul niq. Let y;, denote the Nj, vector of
values for y;y in Uy, with X, denoting the N, x p matrix with rows defined by the
X4 values of the corresponding population units. We characterise the relationship
between yjq and y}, via a latent random permutation matrix A = [a’ﬁ(] of order Nj,.
That is, we put

y?q = Aquiq . (1 )

We assume that information available to the secondary data analyst reduces to pa-
rameters involved in this simple exchangeable linkage error (ELE) model:

Pr(correct linkage) = Pr(a% =1)=1 2)

; 1-2,
Pr(incorrect linkage) = Pr(aj = 1) =17, = N ‘11 ,
o —

3)

with j,k =1...,Nj,. We shall assume that the values of A, are known or can be
accurately estimated from the information in the linkage paradata. Unless stated
otherwise, from now on we therefore condition our analysis on these values of 4.
Assuming that the linkage is non-informative for the distribution of y;, given X,
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we have a consequence that Ex (Aiq[Xiq) = Tig = (A — %)y, + ¥ 1n;, 1y, where
Iy,, denotes the identity matrix of order N4, 1y, denotes a vector of ones of length
Njq and E4 (.) denotes expectation with respect to the linkage error model. It imme-
diately follows that we can write,

EvEA(Aigyig|Xiq) = Ea(AigXig) Em (Yig|Xig) = TigEm(¥ig| Xig)- “)

Here Ej(.) denotes expectation with respect to the model for y;, given Xj,.

We note that in (4) we have two sources of randomness and that moments are
taken with respect to the joint probability space defined by the linkage process
and the assumed population model. Focusing on the relationship at the sample
level let Ay, and A, contain the rows of A;, corresponding to sampled and non-
sampled units, respectively. Then y?iq, X, are observed, i.e. available to the ana-
lyst, while y;, is not observed, where y:l-q = Ayiq¥ig- The matrix Ay, is not observ-
able, but under the ELE assumptions (2) and (3) we have that Ey (Ayiq|Xig) = Tsig.
As we conditon on 4, T, can be treated as known. We assume that the sam-
pled rows and the column means of X;, are known. As a consequence, the matrix
X;‘iq =FE\ (AS,-qX,'q|X,-q) = T,y X, can be treated as known.

3 Small area models for linked data

3.1 Linear mixed models

Linear mixed models for population unit data are widely used for SAE. A general
specification for a unit level linear mixed model used in SAE is

y=XB+Zu+e, (5)

where y and X denote the population level vector of response variable and matrix of
covariates, respectively; u = (u,---,u}) is a vector of dimension Dm made up of
D independent realizations {u;;i = 1,---,D} of a m-dimensional random area effect
withu~ N(0,X,) and e ~ N(0,X,) is the N x 1 vector of individual errors. Since
the random effects u and the individual errors e are independent, the covariance ma-
trixof yis X = X,+ZZX,Z . Here D is the total number of small areas that make up
the population and m is the dimension of z;; so that Z is an N X Dm matrix of fixed
known constants that do not vary within an area. We assume that the covariance
matrices X, and X, are defined in terms of a lower dimensional set of parame-
ters & = (8y,- -+, 0k ), which are typically referred to as the variance components of
model (5), whereas the vector  stands for the p x 1 vector of regression coeffi-
cients. Provided that it is reasonable to assume that the distribution of the unit level
residuals in e remains the same from block to block, then at the U;, sub-population
level, (5) can be written as:
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Yig = XigB +Zigu; + ey, (6)

where Z;, is the N;, X m incidence matrix defined by the rows of Z corresponding
to area i units in block g.

Now suppose the sample selection process is non-informative, we can use (2-3)
to write down a model for the linked sample values yj; that takes into account the
linkage error process:

Y§iq = Asig¥ig = Asiniq[3 +Zgigu; + e?,',p @)
where EM(ejiq) =0 and VM(ejiq) = Ly, i.. the sampled rows of the area i by
block ¢ component of X,. Also, since the values contained in the columns of Z;,
do not change within an area, and because we assume that matching across areas is
impossible, it follows that A, Z;, = Zyq, i.e. linkage errors have no impact on the
sampled rows of Z;;. We then have that Ex v (y5;,[Xiq) = X5, B, , Vam (¥5,Xig) =
Liig =LsigXy, Z’Siq + X eig+ Viig, Where E5 y and Vy  are the joint expectation and
variance with respect to the linkage error model and the linear mixed model respec-
tively. Here X, is a m X m matrix, corresponding to the ith diagonal block of X, and
Visig = Va(AsigXigB). An exact expression for V, is unavailable. However, using
the arguments set out in Chambers (2009), we can write down the approximation

Viig = diag{"siq} =diag ((1 - Aq)(}”q(fiqj _fsiq)z +fs(i? _ﬁq)) v J=1,. g,

(®)
where fyi; = { fig;} = X] iq B and fsiq, fs(f]) denote the block g averages of the compo-
nents of fy;, and their squares, respectively.

In this research we analyze this model and derive the EBLUP (IA/ ;) and the RE-
BLUP predictor (f/ ;) for ¥; in the case of linked data. For the REBLUP we extend the
methodology of Sinha and Rao (2009). Moreover we obtained analytical expression
for the approximated MSE of these predictors.

3.2 Linear M-quantile models

M-quantile regression models were first suggested for small area estimation by
Chambers and Tzavidis (2006). See Bianchi et al. (2018) for a recent review of
subsequent applications and theoretical extensions. In the linear case, M-quantile
regression leads to a family of hyperplanes indexed by a real number 7 € (0,1)
representing the order of the M-quantile of interest, i.e. MQ(7[x;;) = x;;B <.

For specified 7 and influence function y (with y; = dp(u)/du) an estimate [37
of the vector of regression parameters §; may be obtained as the solution to the
normal equations,

D n; o R

! Yij — X5
Y Y w <" : ) x;j =0, ©)
i=1j=1 Ot

193



Chambers Raymond and Fabrizi Enrico and Salvati Nicola

where o7 is a scale parameter that characterizes the spread of the distribution of the
residuals y;; — X jﬁf. Following standard practice in robust M-regression, this scale

parameter can be estimated by 6; = median{|y;; — x;; B.1}/0.6745.

Following the approach of Chambers (2009), we therefore modify the M-quantile
normal equations (9) to take account of the linkage error structure, using the notation
introduced in Section 2. This leads to the modified M-quantile normal equations,

2 -1/2 -1/2
Z ZX:ilqrsiqr Yr {r‘viqr (Y:iq - szlqﬁ:)} - Oa (10)

i=1qei

where T'yig; = diag (0;2 + (1= 2g) Rq(Figje — Foige)* + e — ;%qf)) Msige = { figje} =
xgq i %, and fsiqr, fsziqr denote the block g averages of the components of fy;,; and
their squares respectively. Note that o7 here is the scale coefficient associated with
the skewed residuals from the M-quantile regression line of order 7. In this research
we then developed the predictor Y based on the estimating equations (10) and obtain

also an approximation to itm MSE.

4 Simulation exercise

We used model-based simulations of the various linked data based small area predic-
tors previously described. The synthetic populations underpinning these simulations
are based on those used by Chambers et al. (2014) with some modifications.

Values for y are generated from the equation y;; = 100 + 5x;; +u; + €; j =
1,...,N;, i=1,...,D; values for x are generated independently from a lognormal
distribution with a mean of 1.0 and a standard deviation of 0.5 on the log-scale.
The population is divided in 40 areas (i = 1,...,D = 40) each of size N; = 100.
The random components u; and &;; are generated independently according to two
scenarios:

(0,0) u~ N(0,3) and € ~ N(0,6). In this scenario there are artificial outliers caused
by linkage errors.

(e,u) u~ N(0,3) for areas 1 —36, u ~ N(0,20) for areas 37 —40 and € ~ SN(0,6) +
(1—38)N(0,150) where § is an independently generated Bernoulli random vari-
able with Pr(6 = 1) = 0.97, i.e. the individual effects are independent draws
from a mixture of two normal distributions, with 97% on average drawn from
a ‘well-behaved’ N(0,6) distribution and 3% on average drawn from an outlier
N(0,150) distribution.

Linked data pairs (x;;; y;‘/) are then generated using the exchangeable linkage er-
rors model (1) with correct linkage probabilities A, = 1.0,0.9,0.6 and 0.4 for blocks
1, 2, 3 and 4, respectively. In each area there are 25 units for each block, assigned
randomly. In scenario (e, u) there are both artificial and real outliers. Samples of size
n; = 5 are selected by simple random sampling without replacement within each
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area. Results comparing the performances of various estimators are displayed in ta-
) AEBLUP ~REBLUP aMQ . .
ble 1. Estimators Y, Y, and Y,  are the ordinary small area predictors

that overlook record linkage. Estimators are compared in terms of median percent-
age of relative bias and the median percentage of Relative Root MSE (RRMSE).

Predictor Results (%) for the following scenarios:
Relative bias RRMSE (EFF)
(0,0) (eu) (0,0) (e,u)

2~ EBLUP

Y; 0.00 -0.01 1.37(100.0) 1.42 (100.0)
2xEBLUP

Y, 0.03 0.01 1.26(91.9) 1.28(90.2)
2 REBLUP

v 2006 -0.06 1.16(84.3) 1.20(83.7)
2xREBLUP

Y, 2009 -0.09 1.14(82.7) 1.17(81.2)
aM

pie 019 -0.17 1.31(94.8) 1.34(92.9)
2 %M

7 004 005 1.12814) 1.17(808)

Table 1 Model-based simulation results: median values of the percentage of relative bias and
RRMSE of predictors of small area means with n; = 5. In parenthesis the values of the efficiency
(EFF).

The results set out in table 1 are in line with our expectations regarding the be-
haviour of the corrected predictors based on the linked data. They show smaller
bias and higher effinecy than the traditional small area estimators in both scenarios.
The performances of the MSE estimators for the EBLUP, REBLUP and M-quantile-
based predictors are evaluated in Table 2. Here we are mainly interested in the per-
formances of the MSE estimators for the corrected predictors based on the linked
data.

Predictor Results (%) for the following scenarios:
Relative bias RRMSE
(0,0) (e,u) (0,0) (e,u)
— ~EBLUP
MSE(Y; ) -39 2.8 225 32.1
_ AxEBLUP
MSEA m(Y; ) 0.7 14.1 215 353
—— ' A~REBLUP
MSE(Y; ) 9.1 6.1 52.8 444
_— ~«REBLUP
MSE a pu(Y; ) -04 192 51.1 63.0
M
MSE(FT®) 103 -12.6 576 56.9
— 2 *M
MSEan(¥]"9) 27 47 431 44.1

Table 2 Median values of percentage of relative bias and RRMSE of RMSE estimators in model-
based simulation experiments.

. 2xxEBLUP
From table 2 We see that the MSE estimator for Y tends to be somewhat

2 %M
biased low under the (0,0) scenario. The MSE estimator for ¥ j © is less biased
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. ) s*REBLUP i )
than the corresponding estimator for Y; for this scenario. In general, the pro-

posed MSE estimators work well under linkage errors in scenario (0,0). Under the
. . sxEBLUP ) 2 xREBLUP
(e,u) scenario the MSE estimators of ¥; and the MSE estimator of Y
2 xM
all tend to overestimate the actual MSE, whereas the MSE estimator for Y l* @ 18
. ) . ) sEBLUP s*EBLUP
slightly negatively biased. We also see that the MSE estimators of Y; Y,
2 3kEBLUP
andY i** are generally more stable than those for the REBLUP and M-quantile-

based predictors.

l
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Optimal Portfolio Selection via network theory
in banking and insurance sector

Gian Paolo Clemente, Rosanna Grassi and Asmerilda Hitaj

Abstract This paper focuses on network portfolio selection approach based on dif-
ferent estimation methods for the covariance matrix. In particular the sample and
shrinkage toward the constant correlation estimators are tested. A case study based
on asset belonging to banking and insurance sector is developed.

Key words: Portfolio selection, Networks, Dependence, Interconnectedness, Bank-
ing and Insurance sector

1 Introduction

Modern portfolio theory (e.g. [15]) allocates the wealth across a set of assets consid-
ering only first and second moments. The out-of sample performance of this model
is often affected by large estimation errors on the mean and covariance matrix.
To overcome this issue, shrinkage approaches are introduced (see among others
[13, 16]). Indeed, the use of shrinkage estimators for moments and co-moments
often improves the out of sample performance, as reported in [10, 11]. The au-
thors in [6] tackle the asset allocation problem by considering the portfolio as a
network. In particular, they catch how much a node is embedded in the system,
by adapting to this context the clustering coefficient, a specific network index (see
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[1, 5, 8, 17, 22, 23]), meaningful in financial literature to assess systemic risk
[3, 19, 21]). In constructing the dependence structure of the portfolio network, var-
ious dependence measures are tested, namely, the Pearson correlation, Kendall cor-
relation and lower tail dependence. These measures are estimated using the sample
approach. The results obtained in [6] showed that, independently from the length
of the rolling window and from the dependence structure used, the network-based
portfolio leads to better out-of-sample performance compared with the classical ap-
proach. In this paper we move one step further and make a first attempt in analyzing
the effect of the estimation method on the network portfolio selection model. We
compare classical global minimum variance portfolio GMV approach and a net-
work approach based on linear correlation (NB). For each model we consider two
different estimation methods for the covariance matrix: sample and shrinkage. The
impact of the estimation method is tested on a real portfolio, characterized by the
worldwide largest banks and insurance companies and by comparing several in-
sample and out-of-sample measures. Main results show that, as expected, the use
of shrinkage estimators lead to a higher out of-sample performance in the GMV
approach. The network-based approach is instead more robust being only slightly
affected by the estimation method of the covariance matrix.

The remainder of the paper is organized as follows. In Section 2 the two estimation
methods are briefly explained. Section 3 recalls the approach of portfolio selection
via network theory. Section 4 presents the empirical analysis and Section 5 draws
some conclusions.

2 Classical portfolio selection and estimation methods for
covariance matrix

The GMV portfolio is obtained by solving the following optimization problem:

elx= ) (D
LN

where X = [x;]i=1,. v is the vector of portfolio weights and X is the covariance
matrix. The first equation stands for the budget constraint and the second constraint
excludes the possibility of short selling. In order to solve the investment problem
we need to estimate the covariance matrix between assets in a given time interval.
A common way is the sample approach, where each component &; ; of the matrix
is estimated by using classical unbiased estimator.

It is well known that the sample estimator of historical returns is likely to generate
high sampling error. For this reason several methods have been introduced to im-
prove the covariance matrix estimation. The idea is to impose some structure on the
covariance matrix that limits the number of parameters leading to a reduction of the
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sampling error at the cost of specification error. In this work we consider only the
shrinkage toward the constant correlation (CC) method (see [7, 13]). The idea of
the CC approach is to estimate the covariance based on the fact that the correlation
is assumed constant for each pair of assets, and it is given by the average of all the
sample correlation coefficients (see [7]). The covariance between two assets is then
computed as 6ff = 6;6;xyry—y Lij—1 (Pi,j), where p;; is the sample correlation
14

between asset i and ;. 7

This approach resizes the problem, as only one correlation coefficient and N stan-
dard deviations have to be estimated. The Z°€ covariance matrix, constructed by us-
ing previous formula, is characterized by a lower estimation risk due to the assumed
structure, nevertheless involves some misspecification in the artificial structure im-
posed by this estimator. In the attempt to find a trade-off between the sample risk
and the model risk, the authors in [13] introduce the asymptotically optimal linear
combination of the sample estimator and the structured estimator (in our case is the
CC one) in the context of the covariance matrix, with the weight given by the opti-
mal shrinkage intensity x'. Therefore, the shrinkage toward CC covariance matrix
is given by:

shrink cc A
G,{ j”” =Ko, + (1-x)6;;. 2)

We investigate how the use of shrinkage estimators perform in case of network
portfolio selection approach.

3 Optimal portfolio via network theory

The financial market is represented as a network ([6]), where assets are nodes and
weighted edges accounts for the correlation between returns. The developed invest-
ment strategy benefits from the knowledge of such market dependency structure.
Indeed, unlike the GMV model, we provide an objective function that takes into
account the interconnectedness of the system, not only the pairwise correlations.
Let G = (V,E) be a network with the set V of nodes and the set E of edges
between nodes. The edge (i, j) connects a pair of nodes i and j. If (j, i) € E whenever
(i,]) € E, the network is undirected. A network is complete if every pair of vertices
is connected by an edge. We denote with k; the degree of the node i (i = 1,...,n)
and A its adjacency matrix, whose elements are a;; = 1 whenever (i, j) € E and 0
otherwise. A network is weighted if a weight w;; € R is associated to each edge
(i, ). In this case, both adjacency relationships between vertices of G and weights
on the edges are described by a non negative, real N-square matrix W (the weighted
adjacency matrix).
We consider here a weighted, complete and undirected network G that represents
the correlations structure, being all assets correlated, with edges’ weight equal to

! For further information on how is estimated the shrinkage intensity k see [13].
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the linear correlation between them?. We highlight that, in constructing the portfolio
network, we consider either the sample or the shrinkage estimators of the covariance
matrix in NB-sample or NB-shrinkage approach, respectively. The following steps
and the formulation of the problem are the same in both cases.

To capture the level of interconnectivity of an asset with the entire system, we make
use of the clustering coefficient. Being complete the correlation graph, the classic
clustering coefficient and its variants (see [23, 4, 8, 5]) are not computable and the
measure have to be adapted to our framework. We follow a procedure in line with
[17], modifying the adjacency matrix fixing a threshold s € [—1, 1] and defining A,
whose elements a;; are equal to 1 if w;; > s and 0 otherwise. This is the adjacency
matrix describing the existing links in the network with weights w;; at, or above
the threshold s. The idea is to capture the mean cluster prevalence of the network
looking at a zoom-out level where only the strongest edges (i.e. greater than a given
threshold) are visible.

Hence, we compute the clustering coefficient proposed in [23] and then we repeat
the process, varying the threshold s. The clustering coefficient C; for a node i corre-
sponding to the graph is the average of C;(A;) overall s € [—1,1]:

1
G- [ clands 3)

Since 0 < C; < 1, C; is well-defined. Now, we define the N-square matrix C, of

entries ¢;; = C;C; if i # j and 1 otherwise.
Since this matrix accounts for the interconnection level of each couple with the
system, we can interpret it as an interconnectedness matrix. We define the ma-
trix H = A"CA where A = diag(s;) is a diagonal matrix with diagonal entries
S__3 The network based portfolio model is obtained by solving the opti-

YTVAL S
mization problem defined in (1) replacing the covariance matrix £ with H*.

The main difference between the classical and the network portfolio selection
is due to the use of the interconnectedness matrix in order to consider how much
each couple of assets is related to the system. In particular, being C dependent on
a network-based measure of systemic risk (i.e. the clustering coefficient), we are
implicitly including a measure of the state of stress of the financial system in the
time period.

2 An ultrametric distance can be associated with the correlation coefficient to assure that weights
take positive values (see [9, 14, 20]). In our case, this transformation does not affect the results in
terms of optimal portfolio.

3 The element s; considers the contribute of the standard deviation of the returns i with respect to
the total standard deviation, computed in case of independence.

4 Observe that the matrix H is positive semidefinite (see [6]). In addition, the objective function is
continuous in a feasible compact set, then at least one solution of the problem exists.
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4 Dataset description and Results

In order to assess the effectiveness of the four models under analysis we perform
some empirical applications. The investment universe of the considered portfolio
is composed by 266 among largest banks and insurance companies in the world>.
The dataset contains daily returns of 120 insurers and 144 banks in the time-period
ranging from January 2001 to the end of 2017°.

The obtained portfolios are analyzed and compared in an in-sample and out-of-
sample perspective. In an in-sample perspective we consider the modified Herfind-
hal index as a measure of diversification and the transaction costs. In an out-of-
sample perspective the first four moments, the Sharpe Ratio (SR), the Omega Ratio
(OR) and the Information Ratio (IR) are used’. All these aspects are investigated
through a rolling window methodology, which is characterized by an in-sample pe-
riod of length n and an out-of-sample period of length A.

In this empirical analysis we consider two different rolling-window strategies;
namely, 6 months in-sample and 1 month out-of-sample and two years in-sample
and 1 month out-of-sample. Figure 1 (left-hand side) depicts the correlation net-
work obtained in the last window that covers the period December 2015-November
2017. As previously pointed out, each node represents a firm (bank or insurer) and
the weighted edge (i, j) measures the correlation between firms i and j, based on
the sample estimation. As described in Section 3, correlation has been used to as-
sess the interconnections structure of each asset by means of a clustering coefficient.
Hence, the (modified) problem (1) is solved. We report in Figure 1, right-hand side,
the optimal solution for the same window w as in the left-hand side. In this net-
work representation, size of bullets is instead proportional to allocated weight. We
observe that the initial endowment is invested in only 26 firms, 10 banks and 16 in-
surance companies. However, approximatively 94% of the total amount is invested
in insurers, that, in this time period, are characterized on average by both a lower
volatility and a lower clustering coefficient. We can remark the case of two insurers
(Nationwide Mutual Insurance Company and One America), that are characterized
by the lowest standard deviations between the firms and by a high proportion of
negative pairwise correlations (for instance, approximatively 90% of correlations
between Nationwide Mutual and other firms is lower than zero). As expected, the
optimal portfolio is based on a high proportion of the initial endowment invested in
these two firms (54% and 17% respectively).

Now, we compare the four models under analysis using the rolling window pro-
cedure, where the correlation matrix has been estimated via sample or shrinkage
method, respectively. Portfolio diversification and the portfolio turnover results are

3 The greatest firms by market capitalization in the banking and insurance sector are considered.
6 Data have been downloaded from Bloomberg [2]

7 These measures are well known in the financial literature and their definition, for space con-
straints, is not reported. The empirical protocol in this paper is the same as in [6], where interested
reader can find a complete definition of all these measure.
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Fig. 1: On the left-hand side, we report the Pearson Correlation Network computed
by using returns of Banks and Insurers dataset (based on sample estimation). These
Figures refers to the last window that goes from the 1* of December 2015 to the
end of November 2017. Bullets size is proportional to the standard deviation of each
firm. Edges opacity is proportional to weights (i.e., intensity of correlation). On the
right-hand side, the optimal portfolio for the same period is displayed. Bullets size
is proportional to allocated weight. Edges opacity is proportional to weights.

reported in Figures 3 and 4%. As already noticed in [6], network-based approach is
characterized on average by a lower turnover, namely, allocated weights have been
rebalanced less than GMV approach. Main results are reported in Figure 2, and for
both rolling windows in Table 1. Concerning the performance we observe, in Figure
2, that although the network-based approach leads to almost the same amount at
the end of the period, it always shows a performance higher than GMV-sample and
GM V-shrinkage, with a significant over-performance in the out-of-sample windows
starting in 2006-2007 and since the end of 2009 to the end of 2014. We also notice
that the GM V-shrinkage leads to a higher performance with respect to GMV-sample.
The network method seems instead more robust, being only slightly affected by the
estimation method. The results in Tables 1 show that the network based portfolio
selection leads to higher out-of-sample performance with respect to the classical
approach.

5 Conclusions

The results obtained clearly show that the network portfolio selection leads to higher
out-of-sample performance compared to the classical portfolio allocation. More-

8 For space constraint we report only the results obtained in case of the rolling window 2 years
in-sample and 1 month out-of-sample
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Fig. 4: Portfolio Turnover

Monthly stepped two-years windows | 0, skewness kurtosis SR OR IR
GMYV Sample 0.015 0.029 -0.448 9.875 0.525 1.100
GMV Shrinkage 0.015 0.029 -0.363 9.686 0.533 1.102 0.004
NB Sample 0.015 0.030 -0.517 8.569 0.504 1.093 0.000
NB Shrinkage 0.015 0.030 -0.504 8.525 0.501 1.093 0.000
Monthly stepped six-month windows| p; o, skewness kurtosis OR IR

GMYV Sample -0.007 0.032 -0.920 11.774 0.961

GMV Shrinkage -0.005 0.030 -0.664 11.860 0.969 0.015

NB Sample -0.001 0.033 -0.104 9.939 0.995 0.014

NB Shrinkage -0.001 0.033 -0.104 9.939 0.995 0.014

Table 1: Out-of-sample statistics for Banks & Insurers portfolio with rolling win-
dow, respectively, 2 years in-sample and 1 month out-of-sample (upper part of the
table) and 6 months in-sample and 1 month out-of-sample (lower part of the ta-
ble). The statistics u; and G; are reported on annual bases. For Monthly stepped
six-month windows, values of SR are not reported because of f1; lower than zero.

over, we obtain that the network portfolio selection is robust, in the sense that small
changes in the estimated parameters do not lead to drastic changes in the portfolio
selection as happen when the classical approach is used.
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Matching error(s) and quality of statistical
matching in complex surveys

Errori di matching e qualita del matching statistico in
indagini complesse

Pier Luigi Conti and Daniela Marella

Abstract The goal of statistical matching, at a “macro” level, is the estimation of a
joint distribution having observed only samples from its marginals. In general, the
problem is complicate, due to the lack of identifiability of the joint distribution. As
a consequence, an intrinsic matching error will affect every matching procedure. A
measure of the (maximal) matching error is introduced, in the presence of possi-
ble constraints on the joint distribution function, and its estimation on the basis of
sample data is dealt with.

Abstract L’obiettivo del matching statistico, a livello “macro”, consiste nella stima
di una distribuzione congiunta sulla base di dati campionari osservati a partire
dalle sue marginali. La principale fonte di complicazione, diretta conseguenza del
meccanismo osservazionale adottato, é che la distribuzione congiunta in questione
non ¢ identificabile. Di conseguenza, una qualunque procedura di matching sara af-
fetta da un ineliminabile errore di matching. Nel lavoro si introduce una misura del
massimo errore di matching, e si studia la sua stima sulla base dei dati campionari
osservati.

Key words: statistical matching, matching error, constraints

1 Introductory aspects. The problem of statistical matching

The increasing availability of inexpensive databases useful for statistical analysis
purposes, has, as an important consequence, that the use of data integration tech-

Pier Luigi Conti
Sapienza Universita di Roma, Ple A. Moro 5, 00185 Roma, Italy, e-mail: pier-
luigi.conti@uniromal.it

Daniela Marella
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niques is becoming popular. Usually, such databases come either from administra-
tive sources or from institutional sample surveys, or from other sources (as in the
case of big data).

In this paradigm, there is a major source of trouble: each database usually con-
tains only some of the variates of interest for statistical analysis, and there is no
database containing all the variables of interest. A major example arises in study-
ing the relationships between income and consumption expenses for households.
In Italy reliable information on households income is provided either by the Banca
d’Italia Survey on Household and Wealth (SHIW), which is a two-year sample sur-
vey, or by the EU-SILC (Statistics on Income and Living Conditions) annual sur-
vey, conducted by ISTAT (Italian National Institute of Statistics). Information on
consumption expenses are provided by the ISTAT annual sample Household Bud-
get Survey (HBS). Microdata are freely available, and provide information sepa-
rately on income and consumption expenses. Unfortunately, there is no database
containing, for the same sample of households, joint information for both income
and consumption expenses. The same is true for many other EU countries.

To be concrete, let %y be a finite population of N units, labeled by integers
1, ..., N, and let (X, Y}, Y>2) be three variables of interest; in general, it will be
assumed that X is a k-variate character, whilst Y, Y» are ry-variate and ;- variate,
respectively. The symbols x;, y1;, y2; denote the values of X, Y1, 1>, respectively, for
uniti (=1, ..., N) of the population.

Given two p-dimensional vectors a, b with components a;, b;, the symbol a <
b will be used to indicate that a; < b; for every j =1,..., p. In the sequel, we
will consider a superpopulation model, where x;, yy;, y2; are realizations of random
variables (r.v.s) X, Y1;, Y; that are independent and identically distributed (i.i.d.).
Furthermore, the (joint) superpopulation distribution function (d.f.) is denoted by

H(x,y1,y2) =P(X; <x, Y1 <y1,Yoi <y2), x,y1,m €R. (H

With a little abuse of notation, the case of a nominal X is also included.
In the sequel, we assume that:

- asample s; of ny units is selected via a (possibly complex) sample design from
Y, and the values (x;, y1;), i € s1, are observed;

- asample s, of ny units is selected, independently of s, via a (possibly complex)
sample design from %y, and the values (x;, y2;), i € s, are observed.

The probability that the two samples s1, 5o overlap is essentially negligible, so
that it can be assumed equal to zero. As a consequence, the variables X, Y1, Y» are
not jointly observed.

At a “macro” level, the goal of statistical matching consists in using the sample
data

{(xi,yu)iiest}, {(xi,y2);i€s} 2
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to estimate the joint p.d.f. (1) of (X, ¥;, ¥2). From now on, X will be the variables
common to the two samples; Y7 will be the variables specific for s1; Y» will be the
variables specific for s;.

2 Identifiability in statistical matching

The estimation of the joint p.d.f. of (X,Y;,Y>) is equivalent to the estimation of
(i) the marginal p.d.f. of X, and (ii) the joint p.d.f. of (¥1, ¥2) conditionally on X.
Part (i) is of course easy. Part (ii) is considerably more difficult, because no joint
observations of Y| and Y, are available.

Let

O(x) = H(x, 02, 0), p(x) = Q(x) —Q(x") 3)

be the marginal d.f. of X and the proportion of population units such that X = x,
respectively. Define further the conditional p.d.f.s

H(y1,y2|x) = H(y1, y2, %)/ p(x), 4
Fi(y1|x) = H(y1, e|x), Fa(y2]x) = H(e0, y2|x). ®)

The only quantity that cannot be estimated from sample data is H(y;, y2|x) in

(4).

The knowledge of the p.d.f.s (5) does not generally imply the knowledge of (4).
The most important exception occurs when Y} and Y, are independent condition-
ally on X: H(y1, y2|1x) = F1(y1]x)F2(y2]x). This is the Conditional Independence
Assumption (CIA, for short).

The most important consequence of CIA is that the statistical model for H (y;, y2 |x)
is identified by the corresponding marginals Fj (y;|x), F>(y2|x). Since the marginals
are identifiable by the data observation mechanism, the model for H(y, y2 |x) turns
out to be identifiable.

Without CIA, if only the p.d.f.s (5) were known, then one could only say that

max (0, Fy (y1 |x) + Fa(y2|x) — 1) < H(y1, 2 |x) < min(Fi(y1 [x), F2(y2]x)).  (6)

The bounds in (6) are the Fréchet bounds. The class of all p.d.f. H(yi, y2 |x) satisfy-
ing (6) is the Fréchet class with marginals Fi(y; |x), Fa(y2 |x). In the sequel, it will
be denoted by .#*(Fy, F2). If no parametric model for H(y;, y2 |x) is assumed, then
FX(F1, F,) is the class of all possible distributions of (Y, Y»|x).

The absence of CIA makes the statistical model for H(y;, 3 |x) unidentifiable on
the basis of the data observation mechanism. This happens because the identification
of Fi(y1|x), Fa(y2]x) is not enough to identify the whole H(y1, y2 |x). The lack of
identifiability implies, in its turn, that the traditional inferential paradigm for the
estimation of H(y, y2 |x) collapses.
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Bounds (6) can be improved by extra-sample information, which is rather fre-
quently available consists in some kind of constraints. In the sequel, a few kind of
constraints are listed.

1. Constraints involving the dependence structure between Y and Y;, given X. An
example is the positive quadrant dependence, which consists in assuming that

P(Y; > y1, Y2 > ylx) > P(Y] > y1|x)P(¥2 > yo|x)

Another example is the MT P, (Multivariate Totally Positive dependence of or-
der 2) between Y} and Y, given X. If h(y;, y2|x) denote the density functions of
(Y1, Y2) given X, then it is assumed that

h(y1, y2lx)h(yy, yalx) < h((yi, y2) AOh, ya) 0RO, y2) V (95 ¥3) [x)

where a Ab = min(a, b) and aVV b = max(a, b).

2. Constraints involving functionals measuring some characteristics of the depen-
dence between Y] and Y, (given x). An example is the positive association of Y}
and Y; (given X), i.e.

Cov(y(11, Y2), 9(Y1, V2)[x) > 0

for every pair non-decreasing, real-valued functions y, ¢. Note that MT P, im-
plies positive association. A simpler example is (in the unidimensional case) the
positive covariance between Y1, Y», given X.

3. Logical constraints, namely restrictions on the support of the variables (Y}, Y>)
given X. Generally speaking, such constraints can be written in the form

ax Sfx()’layZ) < by (N

given X = x, where fy(yi, y2) is an increasing function of y; for fixed y, and a
decreasing function of y; for fixed y;.

Constraints of the form (7) are considered in [1] from a theoretical point of view.
An application to statistical matching of households income and consumption ex-
penses, where constraints are based on average propensity to consumption is in [2].

Constraints 1., 2. are essentially new; they could be especially useful in case of
parametric models for the distribution of (¥;, ¥2)|X.

At any rate, using constraints essentially reduces the set of all possible distribu-
tions of (¥;, ¥»)|X. If no parametric model is assumed, then the statistical model for
the distribution of (Y1, ¥2)|X becomes a (proper) subset X (Fy, F») of the Fréchet
class #*(Fi, F»). The same holds in case a parametric model for H(yy, y2|x) is as-
sumed, although in this case the set of all constrained joint distributions of Y;, Y»
given X is considerably “tighter” than the nonparametric case.
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3 Matching error in statistical matching

As already said, at a “macro” the problems to solve in statistical matching are es-
sentially two:

- statistical estimation of the joint distribution of (¥;, ¥2) given X;
- assessment of the reliability of the estimate of the joint distribution of (Y1, Y>)
given X.

Now, on the basis of statistical data, it is only possible to estimate Q(x), F (y1 |x),
F>(y2]x). Unless special assumptions are made, one can only say that H(y;, y2|x)
belongs to the set .7X (F|, F»). In the nonparametric case, this is the set of all joint
probability distributions of (¥7,Y,)|X having marginals F(y;|x) and F>(yz|x) and
satisfying the imposed logical constraints.

Each p.d.f. in 2% is a plausible matching distribution for Y, and Y», given X.
The statistical matching problem essentially consists in choosing a matching distri-
bution, i.e. a d.f. in the class X (F|, F;) that acts as a surrogate of the actual joint
p.d.f.. A matching procedure is a procedure to choose a d.f. in the class X (Fy, F),
but with marginal d.f.s estimated on the basis of sample data.

Suppose that H*(y1, y2|x) € 5 is chosen as a matching distribution for (Y1, ¥»)
given X, but that the “true” d.f. is H(y;, y2|x). The discrepancy between the chosen
H*(y1, y2|x) and the actual H(y;, y2|x) is the matching error. The matching error is
an important measure of the quality of the statistical matching, because because the
smaller the matching error, the better the quality of a matching procedure.

The most favourable case, that for instance happens under CIA, occurs when the
class 77X (F, F») collapses into a single d.f., i.e. when H (y|, y2|x) is identifiable on
the basis of sample data. In this case the matching error is null.

Unfortunately, in many cases of practical importance the class /X does not
reduce to a single d.f., and the matching error could not be negligible. In spite
of this drawback, the study of the matching error is still of fundamental impor-
tance, since a small matching error means that the chosen matching distribution
H*(y1, y2|x) is close to the true H (y;, y2|x). As a consequence, replacing H (y1, y2|x)
by H*(y1, y2|x) does not produce a large error.

In the nonparametric case, as a matching error measure (conditionally on X) we
will use the following:

ME\(H",H) = /ﬂ%z [H* (y1, y21%) —H (y1, y2|x)| d[Fi (31 [X)F2(y2 )] (8)

With a similar reasoning, as an unconditional measure of matching error we can
consider

ME(H", H) — /R ME,(H*,H)dQ(x). ©)

The matching error, in many cases, can be bounded by some quantity that de-
pends only on the marginal d.f.s Fi, F>. In the special case of constraints (7) this is

209



Statistical matching error and quality

done in [1]. However, the same idea also applies to positive quadrant dependence
and, with more effort, also to MT P, (which implies positive quadrant dependence,
as already said). To see the point, and to avoid too many technicalities, consider the
case of Positive Quadrant Dependence, and assume that both Y7, ¥> are univariate.
Under Positive Quadrant Dependence, we have

H(y1, y21x) > Fi (y1|x)F2 (y2]x)

and hence

[H" (y1, y21x) = H(y1, y2[x)| < min(Fi(y1[x)F2(y2|x)) = Fi (yi ) Fa (y2]x) - (10)

from which it follows that

ME(H",H) < /Rz (min(Fy (y1]x) F2(y2]x)) — Fi (1) F2 (v2|x)) d[F1 (1 [x) Fa (2 [x)]
= A (R, F). (11

Using similar ideas, it is in general possible to write
ME.(H",H) < A*(Fy,F). (12)

In view of (9), a similar bound also holds unconditionally w.r.t. X.

Although the sample data do not allow to estimate the matching error (8), its
upper bound (11) can be estimated, because it only depends on the marginal distri-
butions of Y1, Y>, given X.

In a sense, the quantity A*(Fy,F3) in (11) represents a measure of the “size” of
the class ##X. The smaller A*(F1,F>), the smaller the matching error, the closer
the matching distribution to the actual distribution of (¥;,Y>) given X. Hence,
A*(F|,F,) can be considered as a measure to assess how reliable is the use of a
matching distribution for (¥;, ¥2)|X as a surrogate of the actual d.f.. In other words,
it is a measure of the quality of matching. Its importance, as already remarked,
comes from its most important property: it is estimable on the basis of sample data.

4 Estimation of a matching distribution: basic ideas and
assumptions

The first goal of statistical matching is to construct a matching distribution for
(Y1, Y») given X, i.e. in choosing a member of the class 2% (Fy, F).

If no parametric model is adopted, the basic idea is to construct first a matching
distribution H*(y1, y2|x) as if Fi(y1|x), F2(y2]x) were known, and then to estimate
such a distribution on the basis of sample data.

At a sample level, the unknown d.f.s Fj, can be estimated on the basis of samples
data via their Hjek estimators:
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—~ 1 1
Fi(ylx) = Z Fhl(yhiSY)I(xi:x) Z A=, h=1,2. (13)

iesy, I, ics), Tih

Under fairly general conditions, an estimator H*(yy, y2 |x) of H*(y1, y2|x) satis-
fying the constraints and (uniformly) consistent exists. In [1] the case of constraints
(7) is dealt with. The adopted approach is based on a preliminary discretization of
data. Then joint distribution for Y7, ¥> (given X) satisfying the constraints is first
constructed, and then modified by the Iterative Proportional Fitting (IPF) algorithm
in order to have marginal d.f.s (13).

The case of positive quadrant dependence between Y; and ¥, given X is more de-
manding. To simplify computations, a preliminary discretization of data is needed.
First of all, it is not hard to see that the class of all joint distributions of Yi, ¥»
(given X) that are positively quadrant dependent and possess marginals Fj, F, is
convex. The same hold when the marginal d.f.s Fj, F, are replaced by their estima-
tors (13). Next, it is also possible to identify the extreme points of such a convex
set. By Krein-Milman theorem, every (estimated) matching distribution can be ex-
pressed as a mixture of extreme points. Hence, every (estimated) matching distribu-
tion H*(y1, y2 |x) is a mixture of such extreme points. Note that this also allows to
explore the whole (estimated) class /7% (1?1 , 1?2) The consistency of the estimator

-~

H*(y1, 2 |x) is established in next proposition.

Proposition 1. Assume that X is discrete, with support Supp(X) = {x', ..., xK}.
Under general regularity conditions, the following statements hold.
S1. As N, ny, increase:

1
—Iye 2 1, h=1,2, asN — .
i,h

S2. As N, ny, increase:

sup | Fi(y [¥) — Fy (y1x)| £ 0 Vx € Supp(x).

S3. There exists a matching distribution H* (yy, y2|x) € %X (Fy, F>) such that, as N,
ny, increase:

sup
Yiy2

I-AI*(yl,yz |x) —H*(yl,y2|x)’0 Vx € Supp(X).

5 Estimation of the maximal matching error

The goal of this section is to provides estimates of both conditional and uncon-
ditional maximal matching errors. As already remarked, this is a crucial point in
assessing the quality of statistical matching.
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To estimate the conditional measure (8), a natural approach consists in estimating
first the conditional d.f.s Fj,(y|x)s in (5), and then in plugging such estimates in (8).
Using the estimators (13), the following estimator of the conditional measure of
uncertainty A*(F], F,) is obtained

A* =AY (R, B). (14)

The estimate (14) is of interest for two reasons. First of all, is can be constructed
on the basis of sample data, so that it solves the problem of assessing the quality
of statistical matching. In the second place, it is consistent, as established in next
Proposition.

Proposition 2. Under the same regularity conditions of Proposition 1:
AT By px as N, nj, np — oo, Vx € Supp(X).

In a similar way, a consistent estimator of the unconditional maximal matching
error can be constructed. First of all, as an estimator of p(x) we may consider:

N 1 1 1 1
p(x) = TN Z Fl(xi:x) + (1 - T)N Z al(xi:x) (15)

IS i1 €Sy

with 0 < 7 < 1. The choice of T may be performed by taking the value that mini-
mizes a convenient approximation of the mean squared error of (15).
Next, as an estimator of A (Fj, F>) we may consider:

A=Y  Ap). (16)
xeSupp(X)

Similarly to Proposition 2), it can be shown that

AL A as N, ny, np — oo,
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Hotel search engine architecture based on online
reviews’ content

Un motore di ricerca per gli hotel basato sulle recensioni
online

Claudio Conversano, Maurizio Romano and Francesco Mola

Abstract Based on online reviews available on Booking.com we define an ad-hoc
classification model to predict reviews as positive/negative from their content. The
log-likelihood ratios attributed to each word included in a review, together with its
estimated polarity, are used: a) to estimate the numeric score obtained by a review;
b) to decompose the estimated score w.r.t. the different business areas of a hotel; c)
to define an alternative customer satisfaction measure. The decomposition of a
review content into elementary log-likelihood ratios is also the basis of the design
of a novel hotel search engine. The latter is able to efficiently detect the most
effective hotel as that matching the user desiderata specified as sentences at the
beginning of the searching procedure. The proposed approach is evaluated
analysing the reviews provided by tourists who stayed in Sardinian hotels.

Abstract A partire dalle recensioni presenti su Booking.com si definisce un
modello in grado di classificare una recensione in positiva/negativa sulla base del
suo contenuto. L’insieme dei rapporti di log-verosimiglianza calcolati per
ciascuna parola presente in una recensione e la sua polarita stimata sono utilizzati
per stimare il punteggio ottenuto dalla recensione, per scomporre tale punteggio
definendo degli score per ogni area di business, e per definire una misura
alternativa di customer satisfaction. Gli stessi dati vengono utilizzati per la
progettazione e implementazione di un motore di ricerca capace di individuare la
Struttura piu adeguata rispetto ai desiderata del potenziale cliente. L’ approccio
proposto é valutato analizzando il contenuto delle recensioni relative alle strutture
ricettive operanti in Sardegna

Key words: Big Data, Search Engine, Booking, Sentiment Analysis, Customer
Satisfaction, Naive Bayes Classifier
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1 Introduction

Big data has been touted as a new research paradigm that utilizes diverse
sources of data and analytical tools to make inferences and predictions about
reality (Boyd and Crawford, 2012). Particularly, with increasingly powerful natural
language processing and machine learning capabilities, textual contents from the
Web provide a huge shared cognitive and cultural context and, thus, have been
analyzed in many application domains (Halevy et al., 2009). This phenomenon has
characterized the tourism sector also, where product review forums about tourism
topics have become commonplace, and an increasing number of websites provide
platforms for tourists to publicize their personal evaluations and opinions of
products and services. This information is of great interest to both companies and
consumers. Companies spend a huge amount of money to find customers’ opinions
and sentiments, since this information is useful to exploit their marketing-mix in
order to affect consumer satisfaction. Individuals are interested in others’ opinions
when purchasing a product or hiring a service.

From the business viewpoint, online reviews including their peripheral cues,
such as user-supplied photos and the reviewer’s personal information, are intended
as means of persuasive communication in order to build credibility and influence
user behavior (Sparks et al., 2013). From an operational point of view, this
situation has raised many NLP challenges, commonly referred to as Sentiment
Analysis, such as subjectivity detection (Wiebe et al., 1999), polarity recognition
(Schmunk et al. 2014) and rating inference (Esuli and Sebastiani, 2006). Focusing
on product review classification, various approaches have been proposed during
the last decade. Most of them only consider the polarity of the opinions (i.e.
negative vs. positive) and rely on machine learning techniques trained over vectors
of linguistic feature frequencies.

Within the above-described framework, we have retrieved data about reviews
of clients hosted in accommodations, hereafter hotels, located in Sardinia whose
information is available on Booking.com. A routine to scrape all the important
information concerning a hotel listed on Booking.com has been implemented in
Phyton. Next, to define a benchmarking tool for hotels we have processed reviews’
content with natural language to comprehend the items leading towards increasing
or decreasing customer satisfaction. The results of data analysis were the basis of
the design of a search engine based on clients’ reviews, that allows its users to
select the most suitable hotel on the basis of a (even small) set of keywords, i.e. a
sentence. We have chosen Booking.com as a reference platform as the reviews
there available come from customers who effectively stayed in a hotel.
Booking.com utilizes a score defined in the [2.5, 10.0] interval and each review is
split into two parts: a positive comment and a negative one.

Our research has several purposes. First goal is defining an ad-hoc classifier
able to classify a comment as positive or negative from its content. The same
classifier allows us to quantify the (positive or negative) impact of a specific word
within a review. The second goal is developing a prediction model for the score
obtained by a hotel on the basis of the reviews reported on Booking.com. Predicted
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scores constitute a benchmarking tool for a hotel to be evaluated. Last but not
least, an addition goal is defining a search engine based on clients’ reviews that
would allow users to select the most suitable hotel w.r.t. their preferences.

For all these goals to be accomplished, we followed three basic steps: 1) data
collection: data were scraped from Booking.com and cleaned in preparation of the
statistical analysis; 2) reviews’ classification: the reviews’ content was processed
through an ad-hoc defined Naive Bayes classifier, hereafter Naive Bayes*, in order
to obtain a predicted score and the polarity for each review based on its specific
content; 3) search engine design and implementation: it derives from the results
obtained in step 2.

The three above-mentioned steps are described in details in what follows.

2 Data collection

A Phyton extractor has been implemented that, through web scraping, has retrieved
all the useful information publicly available on Booking.com. Retrieved data have
next been organized into flat tables. They concern 619 hotels operating in Sardinia.
For them, it was possible to scrape 66,237 reviews consisting of 106,800 positive
and negative comments. Data about each hotel concerns the hotel information
usually available on Booking.com (e.g.: type of accommodation, postcode, city,
scores about cleaning, comfort, room, restaurant, etc.). Data about each review
concerns its content together with the information about the reviewer and the type
of customer (e.g.: business trip, pleasure trip, etc.).

Collected data have been cleaned by removing conjunctions, punctuation, numbers
and all the stopwords. Next, words with similar meaning have been merged
together in macro-words and all the macro-words composing each comment have
been joined in the Bag of Words (BoW). Each element of BoW had its own
frequency and these macro-words have been subsequently assigned individually to
the following reference categories: “bar”, “cleaning”, “comfort”, “food”, “hotel”,
“position”, “price-quality-rate”, “room”, “services”, “sleep-quality”, “staff”, “Wi-
fi” and “other”. As an example, the words {“breakfast”, “restaurant”, “lunch”,
etc.} all belongs to the “food” category. The definition of these reference
categories allowed us to process the data in an aggregate manner, as well as to
quantify pros and cons concerning the hotel services associated to each category.

3 Reviews’ classification

We have implemented an ad-hoc classifier able to predict as accurately as possible
a comment as negative or positive based on the words included in its content. This
Naive Bayes* classifier derives from a modification of the original classifier
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having the same name and resulted as the best performing one in terms of
generalizability among several of the most commonly used classifiers.

The basic features of Naive Bayes* applied to reviews’ content are as follows.

For a specific review r and for each word w (we BoW), we consider the log-odds
ratio of w, LOR(W) = 10g/P(Cneg|W)/P(Cpos|W)] =~ presw + absw, Where cpos (Cneg) are
the proportions of observed positive (negative) comments whilst pres. and abs, are
the log-likelihood ratios of the events (w e r) and (w & r), respectively.

Likewise, for the set of J words included in a comment ¢, the log-odds ratio of ¢ is
defined as: 2wicy preswi + 2pwie s absw.

We have used cross-validation to estimate a parameter t such that: ¢ has been
classified as “negative” if LOR(c) > 7 or as “positive” if LOR(c) < t. The selected
value of 7 is that minimizing simultaneously both the Type I and the Type II errors.
The same approach has been used for the set of K words composing a review r,
thus computing presw: and absw:- for all the words appearing and not appearing in
the review, and comparing LOR(r) with the value of 7 obtained from the
classification of the comments into “positive” and “negative”.

To benchmark Naive Bayes*, we compared its prediction accuracy when
classifying comments as positive or negative with that of alternative classifiers, in
particular: Logistic Regression, Random Forest, standard Naive Bayes, Decision
Trees and Linear Discriminant Analysis. The Naive Bayes* classifier performed
considerably better than competitors as it provided a Matthews correlation
coefficient (Accuracy) of 0.813 (0.9111) versus an average value of 0.327 (0.8081)
obtained from the alternatives.

Next, we have used the quantities Zuwie k) presw and 2pwie k) absw computed for a
review 7 to predict the score the reviewer who generated r assigned to a hotel on
Booking.com. Again, we learned the same set of alternative classifiers and the best
performing one was Random Forest, with MSE = 0.6704. We have noticed that
considering the log-likelihood ratios of categories originated by merging similar
words included in the BoW as inputs for the classifier, instead of the single words
(we BoW), considerably improved the accuracy of the classifier. As an additional
predictor, the polarity of a review (positive or negative) estimated in the previous
step with the Naive Bayes* classifier has been considered.

Since Booking.com provides scores for each service offered by a hotel, the same
predictive approach has been applied for each service thus obtaining predicted
scores arising from reviews’ content for each hotel service individually.

4 Search engine design and implementation

The output of the Naive Bayes* classifier is the basis of a search engine allowing a
user to select a suitable hotel according to his desiderata. Let us denote this
reference dataset with D. It is composed of the individual terms defining the log-
likelihood ratio of words included in BoW, the estimated polarity of the review
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(i.e.: that associated to each specific set of words K), and the scores estimated
either for the entire review or for each individual hotel service. Importantly, the
log-odds ratios (LOR) have been computed also for a specific hotel /# by simply
considering the set of H words appearing in all the reviews obtained for /. The
empirical distribution of the LORs obtained for the whole set of hotels allowed us
to define a qualitative measure of customer satisfaction for a hotel deriving from a
set of five disjoint categories that are: “completely unsatisfactory”, “not
satisfactory”, “potentially good”, “good” and “excellent”.

The search engine has been designed to be able to provide the most suitable hotel
for the user once he has specified a sentence reporting the desired characteristics of
the “ideal” accommodation. The matching between the input provided by the user
and the output returned by the engine is obtained by searching within D the words
composing the user defined content (input) and returning the information about the
hotels that have been better reviewed based on that content.

In the very beginning, the user is required to type in just the name of the
destination. Immediately, a list of hotels appears on the screen. The hotels are
ordered according to the predicted score obtained from Naive Bayes*.
Interactively, as soon as the user types in additional information (e.g.: a sentence
like: “a gourmet restaurant”) the list is modified based on the newest information
arrived to the engine.

5 Concluding remarks

We have proposed an accurate model to classify online reviews available on
Booking.com. Our approach is useful for several reasons. It can support hotels in
the identification of their strengths and weaknesses and thus in the identification of
the strategic factors leading the management towards service improvement. More
extensively, this approach allowed us to identify strengths and weaknesses of the
destination where several hotels are located and, for this reason, it can be applied
to compare customer satisfaction in different areas. Last but not least, starting from
the output of an ad-hoc defined Naive Bayes* classifier it was possible to
accurately predict the score available in Booking.com and to decompose it w.r.t.
the different hotel business areas.
The output of the classification model led us towards the design and
implementation of a hotels’ search engine able to detect the most suitable hotels
meeting the desiderata of the user through a matching between user defined
sentences and reviewers’ content.

The present research has been realized within the research project P.I.A.
"Realizzazione di una piattaforma ICT a supporto del settore turistico” (RAS,
2007/2013) financed by Regione Autonoma della Sardegna.
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Economic Crisis and Earnings Management: a
Statistical Analysis
Crisi Economica e Gestione degli Utili: un’Analisi Statistica

C. Cusatelli, A.M. D’Uggento, M. Giacalone, F. Grimaldi

Abstract. The financial and real crisis has led to a decline in the confidence towards the
financial statements as a tool for representing the actual health status of the companies
and it has drawn investors' attention to the financial statement values reliability. This
work aims at investigating whether, in the Italian market, the precarious
macroeconomic conditions and the consequent difficulties suffered by listed
companies have constituted, or not, an incentive to implement earnings management
policies manipulations. The large period of time (from 2002 to 2016) allows a
mapping of the phenomenon that extends from the period before and after the crisis.
Abstract. La crisi finanziaria e dell'economia reale ha portato a un calo della fiducia
nei confronti del bilancio come strumento in grado di rappresentare il reale stato di
salute di una societa e ha attivato l'attenzione degli investitori sull'affidabilita dei
valori di bilancio. Questo lavoro si propone di indagare se, nel mercato italiano, le
precarie condizioni macroeconomiche e le conseguenti difficolta delle societa quotate
abbiano costituito o meno un incentivo a implementare politiche di manipolazione
degli utili. L'ampio periodo di tempo considerato (dal 2002 al 2016) consente una
mappatura del fenomeno che si estende dal periodo pre-crisi a quello post-crisi.

Key words: Economic Crisis, Earnings Management, Beneish Model

1 Introduction

The numerous cases of business disruptions, involving opportunism and accounting
fraud by shareholder, directors and managers, that have occurred in different
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countries over the past two decades along with institutional and context phenomena
and with the rise of the 2008 financial crisis, have refocused the attention of
academia, professionals and world policy makers on the disclosure processes used
by companies and on to the financial statement values reliability (Grimaldi &
Muserra, 2017). The above factors have directed the debate on financial
communication processes on two lines of research. The first functional to search for
solutions that will improve the economic and financial communication processes
and thus the quality of the income (Coffe, 2003). The second is employed in
searching for the reasons that induce, administrators and managers, to put in place
policies for income manipulation (Ronen and Yaari, 2007).

The theoretical and empirical studies, of prevailing Anglo-Saxon matrix,
highlighted, particularly the contribution of the governance mechanisms - internal and
external — aimed at influencing the processes for determining and communicating the
accounting information, with particular reference to the quality of income, through
the identification, quantification and, where possible, the mitigation of the activities
earnings management. These studies that detect discrepancies in terms of direction
and intensity of the relationship between the corporate governance variables used
and the quality of the accounting information, measured by the earnings
management, take as their corporate model of reference, the public company.

The empirical studies conducted over the last decade that focused on Italian
companies, though still limited in quantitative terms, and definitely not in terms of
quality, have analyzed several aspects of the relationship between the variables of
corporate governance and the earning quality (e.g., Grimaldi & Muserra, 2017).
With reference to the relationship between earnings management and the financial
crisis, Graham et al. (2005) show that, when the overall economy is down, CEOs
make choices that boost earnings and delay the reversal of these actions until the
economy recovers. On the other side, several authors show that companies in
financial difficulty are likely to commit less in profit management (Trombetta &
Imperatore, 2014) This activity is not without costs and a financial crisis is likely to
increase the costs associated to earnings manipulations thereby discouraging
managers to engage in it (Zang, 2012).

The international literature has developed a broad modeling that allows to verify
the existence of earnings management actions by companies. These studies
investigate the informative reliability of quantitative-accounting values by analyzing
the potentially distorted use of technical discretion in the preparation of economic-
financial documents. For an external person, however, it is difficult to identify
which discretionary assessments are truly functional in providing a faithful
representation of performance and which have been purposely altered to achieve
particularistic goals.

This analysis intends to reveal whether the economic and financial crisis that
began in 2007 led, or did not, listed companies in the Italian stock market to
implement earnings management policies. The different methods can be
distinguished in those that use accounting or statistical tools. Among the latter, the
model proposed by M. Daniel Beneish in 1999 boasts a high level of credit in the
corporate, academic and institutional world as it allows for the simultaneous
evaluation of different aspects of company performance using accounting and extra-
accounting data that can be easily found in public budgets (Giunta et al., 2014).
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2 The theoretical model

Beneish developed a statistical model that adopts some financial metrics to identify
the extent of a manipulation or at least the preconditions that could push companies
to engage in this activity, choosing explanatory variables mainly related to:

- the signals on the future prospects that appear in the academic literature, that is,
the manipulation of profits is more probable when the future prospects of the
companies are insecure;

- the variables based on cash flows and accruals proposed by Healy (1985) and
Jones (1991);

- the variables taken from the research of positive theory, which hypothesizes
incentives based on contracts for the management of profits (Watts and
Zimmerman, 1986).

The result was a model that includes the eight following variables.

1. Days Sales in Receivables Index (DSRI): the ratio between the average
collection time in the year and the corresponding measure in the previous year. The
average collection time is calculated as the ratio between receivables from
customers and sales.

2. Gross Margin Index (GMI): the ratio between the gross margin in the previous
year and the gross margin in the current year. To quantify the gross margin, the
gross profit rate is calculated as the difference between sales and the costs of goods
sold, and is divided by sales.

3. Asset Quality Index (AQI): the ratio between non-current assets (other than
property, plant and equipment: PPE) and total assets, compared to the previous year.
This index highlights the proportion of total assets for which future benefits are
potentially less secure.

4. Sales Growth Index (SGI): the ratio between sales in the year and those in the
previous one. In itself an increase in sales does not imply that there is manipulation,
but growing companies are considered as more potentially at risk of committing
book frauds as capital requirements put pressure on managers to achieve certain
goals.

5. Depreciation Index (DEPI): the depreciation rate in the previous year
compared to the current one, where those rates are calculated as the ratios between
depreciation and the sum between depreciation and fixed assets (PPE).

6. Sales, General and Administrative Expenses Index (SGAI): the ratio between
selling, general and administrative expenses and sales in the year, compared to the
corresponding measure for the previous year.

7. Leverage Index (LVGI): the ratio between the total debts of a company and
the total assets in the year compared to the previous year, and measures the change
in debt from one year to another.

8. Total Accruals to Total Assets (TATA): calculated as the difference between
current assets and liabilities other than liquidity (working capital) and by subtracting
depreciation, compared to total assets. For this index an absolute value is measured
and not the change between one year and another in the items taken into
consideration. The value of this index can be negative when the operating cash flow
exceeds the net profits abundantly, that is the accruals are negative.
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Tab. 1 summarizes the maximum likelihood unweighted Probit estimation results
(coefficients of the model, their statistical significance and the observed average
values of the companies) based on a sample of 50 manipulators and 1708 non-
manipulators, explained in the following model with significant log-likelihood ratio
test (x*=129.2, p-value<0.001) and a descriptive validity with pseudo-R*=0.371:

M-Score8 = —4.84 +0.92-DSRI +0.528-GMI +0.404-AQI +0.892-SGI +0.155-DEPI +
—0.172-SGAI -0.327-LVGI +4.679- TATA

Table 1: Coefficients, significance and average values of the eight variables of the M-Score8 model

Variables Coefficients T-Statistics Manipulators Not Manipulators
Constant -4.840 -11.01 - -
DSRI 0.920 6.02 1.465 1.031

GMI 0.528 2.2 1.193 1.014
AQI 0.404 3.20 1.254 1.039
SGI 0.892 5.39 1.607 1.134
DEPI 0.115 0.70 1.077 1.001
SGAI -0.172 -0.71 1.041 1.054
LVGI -0.327 -1.22 1.111 1.037
TATA 4.679 3.73 0.031 0.018

Source: Beneish M.D., The detection of Earnings Manipulation, in «Financial Analysts Journaly», 1999.

The literature contemplates an alternative to the eight-variable model, which
takes into account only five variables, leaving aside those considered less
significant, adopting the same estimate method as Beneish, formulated as follows:

M-Score5 = -6.065 +0.823-DSRI +0.906-GMI +0.593-AQI +0.717-SGI +0.107-DEPI

For the company on which the potential manipulation is to be investigated, it is
possible to calculate an M-Score value after having replaced, for each model
variable, the indexes calculated with the specific balance sheet values of the
company in question. The interpretation of the result obtained is the following:

if M-Score> -2.22 there is a high probability of manipulation;

if M-Score <-2.22 there is a low probability of manipulation.

This threshold is the most widely used and accepted value in the literature that
has adopted this model, but it is not the only one proposed, since, in order to
discriminate manipulative companies, it is fundamental to choose the cut-off value
(threshold value). This choice depends on the cost and consistency of the
probabilistic type I and II errors of the model: lowering the cut-off value reduces
type I and increases type II errors and certainly for the investor it is more expensive
to consider as not altered a balance sheet that is altered indeed (Beneish 2013).

3 Results and discussion

The reasons behind the practice of manipulating company results are the intention to
avoid losses, to reduce and/or accentuate profits, or in any case, not to disappoint
analysts' expectations. Most of the scholars of the earnings management
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phenomenon are interested in understanding if the extent of this practice is

correlated to the varying macro-economic scenarios; in this sense, two research

hypotheses are formulated:

- the increase in economic difficulties could lead more and more companies to use a
high discretion in drafting the financial statements in order to stabilize the results
achieved in the various exercises (Mari et al., 2016);

- in times of crisis there may be a general dissuasion from the implementation of
budgetary policies due to the more stringent and precise auditing activity in these
periods (Mechelli et Cimini, 2012; Kousenidis, 2013).

Our analysis is carried out on a sample of companies listed on the Milan Stock
Exchange during the period between 2001 and 2016 which can be divided in three
sub-periods, each consisting of five years: before crisis (from 2002 to 2006), during
crisis (from 2007 to 2011), after crisis (from 2012 to 2016). The initial sample
included 159 companies covering the main sectors, but the final one deals with 92
companies, because financial and insurance companies, banks, utilities and oil and
gas companies have been excluded as they have different and specific regulations.

The M-Score8 model has been adopted and all the indexes, representing the
independent variables, have been calculated for each company and each of the 15
years. The main descriptives calculated on the huge amount of data collected and
processed for the three sub-reference periods are shown in Tab. 2.

Table 2: Beneish model indexes, mean and median values depending on the
phase of the Italian economic cycle

Indexes Before crisis During crisis After crisis
Mean Median Mean Median Mean Median
DSRI 1.157  0.988 1.028  0.999 1.056  0.975
GMI 1.058 1.017 0919  0.989 1.048  0.978
AQI 1.263 1.000 1.077  0.999 0.996 1.002
SGI 1.179 1.048 1.094 1.015 1.019 1.022
DEPI 1.192 1.005 0942  0.976 1.113 0.998
SGAI 1.000 1.000 1.000 1.000 1.000 1.000
LVGI 1.148  0.997 1.041 0.999 1.109 1.013
TATA -0.130  -0.038  -0.037 -0.033 -0.042 -0.038

It becomes interesting to examine the individual variables to understand which
specific parameters determine the risk of manipulation. Starting from DSRI, we note
that this value decreases in time of crisis and slightly increases in the following
period. It should be highlighted that an increase in this index is associated with a
greater probability of manipulation; the calculated values of DSRI are closer to the
index average value for non-manipulating companies, therefore, it cannot allow us
to understand whether it means a suspected revenue inflation or a change in credit
policy. In line with it, we can observe that GMI shows that these indexes are more
deteriorated in the pre-crisis and post-crisis periods and this puts pressure on the
management and therefore the risk of manipulation raises. In fact, in these two
periods the values of GMI are higher than the average value of the index for non-
manipulative companies, but they are in any case far from the average value of
manipulating companies.

AQI is above the value 1 in the pre-crisis period and in the post-crisis period: the
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quality of the activities is particularly affected by the pre-crisis period, where the
average value of the index calculated in the sample is slightly higher than that of
manipulative companies.

SGI shows average values closer to those of non-manipulative companies in the
three periods considered, a value higher than the latter only in the pre-crisis period.
This index only measures the evolution of revenues, and a marked increase in the
latter can create pressure on managers to continually increase them.

DEPI shows particularly significant average values in the pre-crisis and post-
crisis periods: they are above the average value of manipulative companies, this
means that managers seem to have leveraged the depreciation rate to inflate profits.

Following Beneish suggestions, the values of SGAI are assumed equal to the
neutral value of 1 for the entire period analyzed due to the missing of financial data.

LVGTI values are above the unit for the years 2002-2016, while in the pre-crisis
period the index reaches 1.148, overcoming the average of the manipulators (equal
to 1.111). In the two subsequent periods it shows values closer to the average of the
non-manipulators (1.037). The particular contraction of this index in the period of
crisis reflects the difficulty in accessing credit for companies, therefore the
incentives related to debt contracts, that can lead to the manipulation of profits, are
limited.

TATA is always negative in the three periods under; this happens when the
operating cash flow exceeds the net profits. The component of the accruals is
negative, therefore, the risk that the profits have been forged is relatively low.

On the basis of what has emerged so far, a greater tendency towards earnings
management policies in the pre-crisis period is evident. All the variables values are
then used to calculate the M-Score, that is the value determining whether the
probability of manipulation is high or low. For the analysis, two different model
versions have been explored: 1) M-Score8, with eight variables with the coefficients
estimated by Beneish (1999) and with a cut-off value of -2.22; 2) M-Score5 (IT),
adaptation of the model to the Italian context assuming the cut-off of -4.14. This
choice to explore two models depends on the consideration that there is no specific
re-adaptation of the Beneish model to companies listed on the Italian Stock
Exchange. Hence the hypothesis to compare the outcomes in order to accurately
frame the relation between earnings management and the economic crisis in the
Italian market. Tab. 3 shows the mean and the median values obtained over the
period 2002-2016, grouped by economic cycle.

Table 3: M-Score8 mean and median values, and number of potentially manipulative companies

Before crisis During crisis
2002 2003 2004 2005 2006 | 2007 2008 2009 2010 2011
Mean -243 -230 -3.82 -2.33 -2.60|-235 -2.79 -2.48 -2.52 -2.75
Median 243 -2.63 -392 -244 -254|-2.68 -298 -2.66 -2.60 -2.66
Manipulators 35 24 9 26 25 25 10 19 22 14

After crisis
2012 2013 2014 2015 2016
Mean -2.82 271 -2.30 -2.63 -2.59
Median -2.80 -2.67 -2.57 -2.60 -2.56
Manipulators 14 15 21 19 20
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By observing the average values of the M-Score8, this value never exceeds the
cut-off value of -2.22. To specifically highlight the risk of manipulation, we also
report the number of potentially manipulative companies per period, obtained by
calculating the M-Score8 value for each company of the sample for each of the
fifteen years. Throughout the period under investigation, an overall low presence of
companies at risk of manipulation is found, and the largest number is in the pre-
crisis period. Following, in the period of intense financial crisis, the number of
potentially manipulative enterprises decreases and, finally, in the last years of the
post-crisis period there is an increase in companies that have probably adopted
earnings management policies.

3.1 The Beneish model adaptation to Italian context

Since the Beneish model (1999) has been developed in the US economic context, it
may not have the same "predictive power" if applied to the Italian context,
characterized by small and medium-sized companies that draw up their budgets
according to the Italian Law, supplemented by the national GAAPs of the OIC.

A model adaptation to the Italian context was proposed by some researchers
(Giunta F. et al., 2014), who adopted the same method as Beneish to estimate the
indexes coefficients in order to obtain the formula of the Manipulation Score for the
Italian context. Since the SGI, SGAI and TATA indexes have not been included as
they are not significant, the formula is therefore composed of five variables:

M-Score5(IT) =-6.2273+0.488-DSRI+0.1871-GMI+0.2001- AQIH0.2819-DEPI+0.6288-LVGI

In this application to the Italian context, the threshold value was equal to -4.14
therefore, if M-Score5(IT) calculated for each company is higher, the accounting
data may have been altered (with that value the model reduces the errors for false
positive at 7.14%). The mean and median values of each score for each of the 15
years are shown in Tab. 4 from which it is clear that the M-score5 (IT) does not
exceed the cut-off only in 2003 and 2016.

Table 4: M-Score5(IT) mean and median values, and number of potentially manipulative companies

Before crisis During crisis
2002 2003 2004 2005 2006 | 2007 2008 2009 2010 2011
Mean -4.30 -3.95 -435 -432 -420|-435 -4.53 -435 -462 -4.5]
Median -445 -447 -435 -443 -446|-448 -459 -445 -460 -4.48
Manipulators 19 20 20 10 19 9 5 12 2 7

After crisis
2012 2013 2014 2015 2016
Mean -4.40 -4.44 -439 -450 -4.06
Median -4.50 -4.51 -446 -453 -445
Manipulators 7 5 11 5 16

Looking at the data in detail, there is a low number of manipulative companies
throughout the period under investigation, but the largest number can be found in the
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pre-crisis period. Following, in the period of intense crisis and in post-crisis, the
number decreases. The Beneish M-Score5 (IT) gives a lower number of potentially
manipulative companies than that obtained by using the integral eight-variable version.

4 Concluding remarks

The financial and real crisis has led to a decline in the confidence towards the
financial statements as a tool for representing the actual health status of the
companies and it has drawn investors' attention to the financial statement values
reliability. All the variations of the Beneish model adopted in this paper lead to the
same conclusion: there is an overall low presence of companies at risk of
manipulation throughout the period under investigation, however the most consistent
number is recorded in the pre-crisis period. The greater level of attention aroused by
the unfavorable economic situation could have discouraged the Italian companies
managers from implementing earnings management policies due to the greater risk
of being exposed, given that a more thorough and judicious reading of the financial
statements was underway.
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A Comparison of Nonparametric Bivariate
Survival Functions

Confronto tra stimatori non-parametrici della funzione di
sopravvivanza bivariata

Hongsheng Dai and Marialuisa Restaino*

Abstract In this contribution we focus on the bivariate survival function and in-
vestigate the case when both components are subject to left truncation and right
censoring. Particularly, we discuss a number of estimators available in literature and
compare their performance by means of a simulation study. An application to a real
dataset is also illustrated.

Abstract Nel presente contributo I’attenzione é rivolta alla stima della funzione
bivariata di sopravvivenza, nel caso in cui entrambe le componenti sono censurate e
troncate. In particolare, sara effettuato un confronto tra alcuni stimatori disponibili
in letteratura per valutarne la performance attraverso uno studio di simulazione.
Una possibile applicazione a un dataset di natura medica ¢ illustrata.

Key words: Bivariate survival function, Bivariate censoring, Bivariate Truncation

1 Introduction

In survival studies, each subject may experience two types of events and the failure
times of the same subject may be highly correlated.

Some examples include times to visual loss on the left and right eyes, times of
cancer detection in the left and right breasts, and times to HIV-infection and death
due to AIDS. In such studies, either or both failure times may not be observed due
to censoring and/or truncation.
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The estimation of the bivariate survival function in the presence of censoring
and/or truncation is of great importance in applications and is useful in predicting
the joint survival experience, and plays crucial roles in estimating the degree of
dependence, in model building and testing, and in strengthening marginal analyses.

Nonparametric estimators in presence of only censoring have been proposed by
[1,2,3,13,17, 19].

The case when only one component of the bivariate is subject to truncation has
been investigated by [6, 7, 8, 9]. A nonparametric maximum likelihood estimator for
the bivariate distribution function where both components are randomly truncated
is developed by [12, 18]. The most recent works focused on the nonparametric es-
timation of the bivariate survival function when both components are truncated and
censored (among the others see [4, 5, 14, 15, 16]).

In this contribution, we focus on the nonparametric survival function in presence
of bivariately truncation and censoring. In particular, thanks to a simulation study
and an application on real data sets, we compare the performance of the most used
nonparametric estimators of the bivariate survival function.

The paper is structured as follows. In Section 2 we introduce the estimators pro-
posed by Shen and Yan [16] as generalizations of Dabrowska’s (Section 2.1) and
Campbell and Foldes’s (Section 2.2) estimators and the class of estimators pro-
posed by Dai et al. [5] (Section 2.3). In Sections 3-4, the main results of the simu-
lation study and data analysis are illustrated. Finally, some conclusions are given in
Section 5.

2 Nonparametric estimators for bivariate survival function

Let (T1,T»), (C1,C2) and (L;,L;) be the bivariate survival times, right censoring
and left truncation, respectively. Since the pair of survival times (77,72) is sub-
ject to right censoring by a pair of censoring times (C;,C,), we only observe
Yy = min{7},C;} and &, = I[T; < C] for k = 1,2. Moreover, as the pair (71,73)
is also subject to random left truncation by a pair of truncation times (Li,L,),
only subjects with L; < T; and L, < T, can be observed. The observed data are
(Y14, Y2i, 014, 02, L1i, Lo;) for i = 1,...,n. We assume that (71,73) is independent of
the censoring and truncation times, but the censoring and truncation times them-
selves can be mutually correlated

G(l‘l,tz) ZP(Ll <H<CL,Lh << Cz).

The aim is to estimate the bivariate survival function S(71,5) = P(Y) > t1,Y» >
tz).

When L1 =0,L, =0, i.e. in absence of truncation, a large number of proposals
for estimating the bivariate survival function have been made: among these propos-
als are Campbell and Foldes estimator [1], Dabrowska estimator [2], Prentice-Cai
estimator [13].
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Shen and Yan [16] proposed a generalization of Dabrowska estimator and Camp-
bell and Foldes estimator that account for left truncation and right censoring (Sec-
tions 2.1-2.2). In Section 2.3 a class of bivariate survival function proposed by Dai
et al in [5] in presence of bivariate truncation and censoring is illustrated.

2.1 Generalization of Dabrowska estimator

Following the paper of Shen and Yan [16], the Dabrowska estimate is given by:

S(ul,ug)zﬁ(ul,O)ﬁ(O,ug) H [1—[:(dx,dy)], €))

y<uy x<uy

where

Avo(dx,y—)Agi (x—,dy) — Ay (dx,dy)

L(dx,dy) = -
[1 —Alo(dx,y—][l —A01 (x—dy)]

Here the A’s are estimates of the bivariate cumulative hazard

Ay (dx,dy) = W
Ao(dx,y—) = Vgé) (dxyy ))
-y = ),

where

n
Wii(dx,dy) =n" 'Y Iy <dx,81 = 1,Yn < dy, 82 = 1],
i=1

Wio(dx,y— Z Y <dx, 81 =1,Lp <y <Yp],

n

Wor(x—,dy) =n"' Y I[Y <dy,8p = 1,Liy <x <Yy,
=
n

R( Z 11<X<X11,L12<Y<Yzﬂ

The S(u;,0) and $(0,u,) are the self-consistent estimators of the marginal func-
tions Sy (71) and S (1), respectively. In [16], Shen and Yan proposed a complicated
iteration procedure for obtaining consistent estimators of Sy (ux) (k = 1,2).
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2.2 Generalization of Campbell and Foldes estimator

Let Sy)1 (u2|ur) = P(Ta > ua| Ty > uy).
Using the factorization S(u1,uz) = S1(u1)Sy);(u2|u1), a first-step extension of
Campbell and Foldes estimator is given as follows:

S wr,2) = 81 () Sy (1), @

where
Sop(ualur) = [T (1= Aoy (ur,dy)).
V<

Next, given §<Cl ) (u1,up), a first-step estimator of K(x,y) can be obtained by:

5 ~ra(l)
5 o)y RGx—y—)p(Se”)
KC(va;S<c>): a(1) T
SC ( _7)7_)

A()(

Here, they can obtain a second-step estimator of S

3)

uy,uy) by replacing S ) of )

with the weighted Kaplan-Meier estimator of $ 1(u1,Ké )). They continue iterating
between (2) and (3) until the estimate converges. Let K. denotes the converged es-
timator of K and Sc(u,u2) = S (1) ;kc)§2|] (u2|u1) denote the converged estimator
of S(uy,uz).

2.3 A class of bivariate survival estimator

In [5], Dai et al developed a new estimator for the joint survival function S(#1,#,),
considering a transformation for the time points (#1,#,) at which the survival func-
tion S(f1,1,) is to be estimated. For any given arbitrary values (f1,1,), they define a
transformation from (#1,1) to (z,¢) as

n=_{(t,a), /[1\/ 34’

where t; = { (¢, &) means a function (curve) depending on a parameter a.
They transform the target survival function from S(z,#,) to S(z; o), by the fol-
lowing formula

S(ll,l‘z) = P(T] >t,Tp > l‘2

T -1 2
8§ua du>z7 /2\/1—1—{(%(%0‘)} du>z
Jo u

Z;
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= min [ 1[S00 [ 1 [ ] )

The above transformation implies that they only need to find a consistent estimate
for S(z; &), which is the same as S(¢1,12).
Thus, the product-limit estimator for S(z; &) is

where

ssr=I1] =505

where N{s;a} = N(s;a) — N(s—;a), and
N(dsi) = n! Y 1[Zi(a) € ds,s > Vi(@), A(a) = 1],
i=1
Hpy( i a) > s> Vi(a)l,

with

Zi(a) = min{¥};, ¥},
Ai(ar) = 81V < Vo] + 82l [V1; > Yoi] — min(81;, 62)1[V1; = Yail,
Vi(at) = max{Ly;, Lo},

Yllf/Yll / agua - /Yzz\/ Py ua)}
Ll,_/Lh / acua Lz,_/Lz'\/ Pl uoc)]

3 A simulation study

an

A simulation study is conducted to examine the performance of two estimators pro-
posed by Shen and Yan in [16] and the class of estimators developed by Dai et al. in
[5]. The scenario described by [16] is recalled.

The (T1,T»)’s are i.i.d. bivariate exponential distributed with survival function
S(ur,up) = e~ (wrtuz)—max(u,u2) The V,’g are i.i.d. exponential distributed with sur-
vival function S,,(x) = e ¥ The V,’s are defined as V; = B+ V,, where B’s are

231



Dai and Restaino

i.i.d. exponential distributed with survival function Sg(x) = e~**. The C;’s are de-
fined as C; = D+ V) + C,, such that P(V; < C;) = 1, where D’s and C, are both
exponential distributed with survival function Sp(x) = e ** and Q(c;) = e %,
respectively.

With the choice of 4, = 10.0, 4; = 1.0, A, = (2.0,7.0) and A, = (0.5,1.0), we
have different percentages of truncation and censoring. The replication is 1,000
times. The sample size is set equal to n = (100,200).

Tables 1-3 list the probability of truncation (denoted by g = 1 — p), the probability
of censoring p. =1 —P(8;; = 1, ;1 = 1), and the biases and root-mean-squared error
(denoted by RMSE=+/mse) of the two estimators by Shen and Yan [16], S’D(ul JU2)
and Sc(u,up), and the estimator by Dai et al. [5] Sy, at $(0.148,0.06) = 0.7,
5(0.25,0.193) = 0.5 and $(0.708,0.193) = 0.2.

The bias and RMSE of the estimator by Dai et al. [5] (under the transforma-
tion 7> = a7Ty) and those by Shen and Yan [16] are compared. Looking at the re-
sults, it can be noted that the bias of estimator Sj is always less than that of Se
for $(0.148,0.06) = 0.7, $(0.25,0.193) = 0.5 and $(0.708,0.193) = 0.2, while
it is greater than that of Sp in most of the cases for S(0.148,0.06) = 0.7 and
5(0.25,0.193) = 0.5, while it becomes lower for $(0.708,0.193) = 0.2. Then, in
terms of RMSE, §b outperforms Sp and §c in most of the cases. In particular, for
the estimation of S(0.148,0.06) = 0.7 the RMSE of §, is less than those of other
two in most of the cases, while for $(0.25,0.193) = 0.5 and $(0.708,0.193) = 0.2
it is always less.

Table 1 Simulation results for bias and RMSE (general case: S(0.148,0.06) = 0.7).

Ag Ay q De n Bias RMSE

SD SAC Sm»w SD §C Snew

2.0 0.5 0.67 0.29 100 0.034 0.081 0.030 0.189 0.186 0.216
2.0 0.5 0.67 0.29 200 0.006 0.074 0.024 0.173 0.160 0.175
2.0 1.0 0.67 0.47 100 0.009 0.074 0.029 0.193 0214 0.219
2.0 1.0 0.67 0.47 200 0.003 0.067 0.024 0.177 0200 0.175
7.0 0.5 0.42 0.27 100 0.007 0.072 0.025 0.157 0.163 0.170
7.0 0.5 0.42 0.27 200 -0.000 0.054 0.012 0.138 0.129 0.134
7.0 1.0 0.42 0.43 100 -0.022  0.037 0.025 0.179 0.189 0.170
7.0 1.0 0.42 0.43 200 -0.016 0.030 0.012 0.155 0.152 0.134

4 Data analysis

In this sectiona possible application of the bivariate survival function to AIDS blood
transfusion data given by [10, 11] is presented. The estimator considered here is that
of Section 2.3.
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Table 2 Simulation results for bias and y/mse (general case: $(0.25,0.193) = 0.5).

Ag Ay q Pe n Bias RMSE

§D SC Shew SD SC Snew

2.0 0.5 0.67 0.29 100 0.002 0.100 0.054 0.179 0.182  0.158
2.0 0.5 0.67 0.29 200 0.008 0.091 0.051 0.143 0.139 0.130
2.0 1.0 0.67 0.47 100 0.011 0.107 0.056 0.192 0.178  0.158
2.0 1.0 0.67 0.47 200 0.008 0.106 0.051 0.174 0.170 0.133
7.0 0.5 0.42 0.27 100 -0.036  0.091 0.049 0.157 0.155 0.127
7.0 0.5 0.42 0.27 200 -0.010 0.059 0.039 0.137 0.129 0.103
7.0 1.0 0.42 0.43 100 -0.026  0.074 0.048 0.141 0.157 0.129
7.0 1.0 0.42 0.43 200 -0.020 0.072 0.040 0.133 0.134  0.104

Table 3 Simulation results for bias and /mse (general case: $(0.708,0.193) = 0.2).

Ag Ay q Pe n Bias RMSE
Sp Sc Shew Sp Sc Snew

2.0 0.5 0.67 0.29 100 0.000 0.056 0.010 0.150 0.167 0.083
2.0 0.5 0.67 0.29 200 0.008 0.048 0.009 0.142 0.153  0.064
2.0 1.0 0.67 0.47 100 0.023 0.049 0.010 0.173 0.191  0.085
2.0 1.0 0.67 0.47 200 0.017 0.047 0.008 0.162 0.176  0.065
7.0 0.5 0.42 0.27 100 -0.009 0.051 0.010 0.102 0.144  0.068
7.0 0.5 0.42 0.27 200 0.003 0.031 0.006 0.089 0.120 0.055
7.0 1.0 0.42 0.43 100 -0.017 0.042 0.011 0.085 0.118 0.070
7.0 1.0 0.42 0.43 200 -0.012 0.028 0.006 0.055 0.079 0.055

Data were collected by CDC data registry. Adults infected with virus from con-
taminated blood transfusion in April 1978. Event time is the induction time from
HIV infection to AIDS. Infection time is time from blood transfusion to HIV in-
fection. Data left truncated because only subjects who develop AIDS after 1982 are
unobserved (as HIV unknown before 1982). Data also right truncated because cases
reported after July 1, 1986 are not included in the sample to avoid inconsistent data
and bias from reporting delay.

This data frame contains the following columns: induction time, i.e. months be-
tween HIV infection and development of AIDS (event time of interest), adult indi-
cator of adult (1=adult, O=child), infection time, i.e. months from blood transfusion
date (Apr 1,1978) to HIV infection, left truncation time, right truncation time, indi-
cator of event occurrence, which is set to 1 since all subjects experience the event.

The Table 4 shows the estimates of S (t1,12) for different values of #; and f, under
the transformation t, = aty.
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Table 4 AIDS dataset. The $(1,1,) at the selected time pairs (71,7,) and their estimated standard

error (in parentheses), when the data transformation is #, = at;.

41.43 42.86 44.29 45.71 47.14 48.57 50
21.43 03974 03684 03684 03208 03169 03090  0.2891
0.0307)  (0.0305)  (0.0306)  (0.0295)  (0.0294)  (0.0292)  (0.0286)
22.86 03528 03045 03045 02744 02733 02654  0.2456
(0.0296)  (0.0284)  (0.0286)  (0.0280)  (0.0281)  (0.0279)  (0.0271)
24.29 03379  0.2897  0.2859  0.2488  0.2488  0.2488  0.2337
0.0292)  (0.0279)  (0.0278)  (0.0265)  (0.0267)  (0.0272)  (0.0267)
25.71 03119 02637 02599 02228  0.2191 02165  0.2011
(0.0286)  (0.0271)  (0.0269)  (0.0255)  (0.0253)  (0.0253)  (0.0247)
27.14 0.2939  0.2488 02451 02080 02042 02005  0.1857
(0.0280)  (0.0265)  (0.0264)  (0.0248)  (0.0247)  (0.0245)  (0.0237)
28.57 0.2482 02105 02080  0.1708  0.1671  0.1634  0.1485
(0.0265)  (0.0249)  (0.0248)  (0.0230)  (0.0228)  (0.0225)  (0.0217)
30.00 0.2482 02081 02057  0.1699  0.1671  0.1634  0.1485
(0.0263)  (0.0247)  (0.0246)  (0.0229)  (0.0228)  (0.0225)  (0.0217)

5 Conclusion

In this contribution, the performance of some nonparametric estimators for the bi-
variate survival function when the bivariate data are subject to truncation and cen-
soring were compared. Thanks to the simulation study it has been underlined that
the class of estimators proposed by Dai et al. [5] have a better performance of those
by Shen and Yan [16].
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Predictive Algorithms in Criminal Justice
Algoritmi predittivi e giustizia penale

Francesco D’Alessandro

Abstract This paper aims at offering an overview of the complex current and
foreseeable intertwines between criminal law and developments of artificial
intelligence systems. In particular, specific attention will be paid to the risks arising
from the application of predictive algorithms in criminal justice.

Abstract Il presente articolo intende offrire una panoramica di quelle che sono le
attuali e le futuribili intricate relazioni tra il diritto penale e lo sviluppo dei sistemi
di intelligenza artificiale. Speciale attenzione, in particolare, verra dedicata ai
rischi derivanti dall utilizzo di algoritmi predittivi nella giustizia penale.

Key words: criminal law, criminal justice, artificial intelligence, algorithms,
algorithmic prediction, predictive justice, predictive policing, robotics, technology.

1 Introduction

From its very first inception in the 1950s — with the seminal paper published by
Turing [1] and, especially, the Dartmouth Summer Research Project organized by
ten pioneering scholars sharing interests in neural nets, automata theory and the
study of intelligence — and after several «seasons of hope and despair» [2], the
research field of artificial intelligence (AI)* is nowadays living, thanks to the

Francesco D’Alessandro, Full Professor of Business and Corporate Criminal Law, Universita Cattolica
del Sacro Cuore, francesco.dalessandro@unicatt. it

? For the purposes of this article, the term «artificial intelligence» will be used broadly, following the
definition adopted by the European Commission’s High-Level Group on Artificial Intelligence [3]
according to which «Artificial intelligence (AI) refers to systems designed by humans that, given a
complex goal, act in the physical or digital world by perceiving their environment, interpreting the
collected structured or unstructured data, reasoning on the knowledge derived from this data and deciding
the best action(s) to take (according to pre-defined parameters) to achieve the given goal. Al system can
also be designed to learn to adapt their behaviour by analysing how environment is affected by their
previous actions. As a scientific discipline, Al includes several approaches and techniques, such as
machine learning (of which deep learning and reinforced learning are specific examples), machine
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massive quantity of data available and to the extraordinary developments in
computer power over the last years, a new “Golden Age”.

Indeed, the possible applications and potential benefits deriving from the actual
and foreseeable developments of these systems are countless [4] and fully capable,
as recently acknowledged also by the European Parliament, to «reshape multiple
industries» [5]. Likewise tangible, however, are the several concerns coming from
multiple voices arising across the globe — from researchers of the most prestigious
universities [6, 7, 8, 9], to non-profit organisations [10], from the very same tech
giants developing Al systems [11], to national legislators [12] and international
policy makers [13] — regarding the possible dangers and threats for humans (or even
society as a whole) connected to the conceivable malicious use of Al systems or
anyhow the impossibility to control — and sometimes even understand how the
systems arrived to — the outcomes of their “decisions”.

In this broad and global debate, criminal law and criminal justice are lately
starting gaining a central role on the stage: on the one hand, in fact, several — and,
from a theoretical perspective, very complex — queries for criminal law scholars
come from the abstract possibility that, in a very near future, a wrongful conduct
might be committed by a machine without the intervention or interaction of an
individual, thus critically severing the typical and traditional connection between
criminal liability and a human action and/or omission; on the other hand, crime
prevention and crime enforcement authorities, as well as the criminal justice systems
in several jurisdictions, have already started using AI systems to ground central
decisions on the final accountability of defendants — or even to calibrate the justness
of the sanctions to be deployed against them — bringing to light new and compound
issues to be solved in order to respect all the fundamental rights which are at stake
when the criminal process is prompted.

Thus, this paper aims at offering in Section 2 an overview of which are the
current and foreseeable intertwines and connections between criminal law and
artificial intelligence, to subsequently focus the attention in Section 3, in particular,
on the analysis of which are the delicate problems from the application of predictive
algorithms in criminal proceedings. Section 4 will then set out few conclusive
remarks.

2 Criminal Law and Artificial Intelligence: an overview.

The study of criminal law and artificial intelligence poses a four-fold interrogation.

Firstly, Al systems started — and will increasingly — being used in preventing and
enforcing criminal conducts and it is thus important to thoroughly understand
whether such tools might over-balance security over privacy (2.1).

reasoning (which includes planning, scheduling, knowledge representation and reasoning, search, and
optimization), and robotics (which includes control, perception, sensors and actuators, as well as
integration of all other techniques into cyber-physical systems)».
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Secondly, it is very likely that Al systems will be used by humans to commit —
intentionally or unintentionally — criminal conducts which are going to be harder to
intercept and enforce as well as potentially massive in scale: well-thought actions
and policies to prevent such scenarios will be then crucially needed (2.2).

Thirdly, due to the fast advances and developments of Al systems over the last
years — and especially to the rapid increase in the number of their applications — it is
indeed conceivable that conducts prohibited and punished by criminal statutes will
be soon technically committed by machines without the intervention of human
beings: this might bring legislators to create new (criminal) accountability regimes,
like it already happened with the realm of corporate crime (2.3).

Fourthly, Al programs and tools already entered — and will increasingly do so —
in criminal justice system (2.4): as we will analyse also in Section 3 more in detail,
this raised several important queries concerning individuals’ fundamental rights at
stake — i.e., due process, right to a fair trial, non-discrimination, and so forth — in a
criminal trial.

2.1 Al for crime detection, prevention and enforcement

Like in a Hollywood blockbuster movies that we would have labelled as futuristic
not so long ago, artificial intelligence is already facilitating — and will increasingly
support — private companies in crime detection and public authorities in crime
prevention and enforcement.

Within the private sector, for example, sophisticated tools based on machine
learning are being used to detect cybercrime', money laundering® and even insider
trading’. But the current and foreseeable Al applications in the public sector to
prevent and enforce criminal conducts are indeed the ones that might bring society
to overbalance security over privacy and non-discrimination: in fact, a newly
published report by the United Nations and the Interpol [17] informs that several are
going to be the uses of Al and robotics in law enforcement, distinguishing between

' As noted in a recent article on Bloomberg, in fact, «Microsoft, Alphabet Inc.’s Google, Amazon.com
Inc. and various startups are moving away from solely using older “rules-based” technology designed to
respond to specific kinds of intrusion and deploying machine-learning algorithms that crunch massive
amounts of data on logins, behavior and previous attacks to ferret out and stop hackers» [14].

? As observed by two Authors on the World Economic Forum website «[o]ne of the most compelling use
cases for Al is the battle against financial crime. Al has two primary benefits for the banks engaged in
this battle: it can increase the effectiveness and efficiency of financial crime investigations, and the
institution’s risk management. In addition to helping financial institutions avoid risks by complying more
effectively with regulations, it has the potential to slash the costs of the challenge — mainly by reducing
false positives in monitoring systems and redirecting the efforts of human experts to other, more
productive, areas of suspicious activity» [15].

* As pointed out, again, on Bloomberg «[i]nsider trading involves illegal profiting from nonpublic
information by people buying and selling shares [...]. Now the technology that created artificial
intelligence is getting good at detecting stock market fluctuations that can only be explained as abnormal,
sophisticated and nefarious. Bloomberg algorithms give market participants help identifying unusual
activity in stock, bond, currency and derivatives trading. The automated analysis of derivatives like
options can also expose otherwise opaque insider trading activity that was once evident only with the
fluctuations of the underlying assets of bonds, commodities, currencies and equities» [16].
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concept stage', prototype stage’, evaluation stage’ and approved for use stage’
developments.

Numerous are, however, the critics around such systems: in 2017, for example,
the Brennan Center for Justice challenged in court the New York Police Department
refusal to produce crucial information about its use of predicting policing
technologies. As observed, in particular, «[p]redictive policing software typically
relies on historic policing data, which can replicate and entrench racially biased
policing. Combined with a lack of transparency and oversight, these systems may
violate individual constitutional rights and evade community efforts to hold police
accountable for their actions» [18]. More generally, it has been sustained that some
of these technologies, together with violating privacy rights, might bring to systems
of mass surveillance [19].

2.2 The malicious use of AI

Along with the risks posed by the so-called Lethal Autonomous Weapons — to date,
the European Parliament issued a resolution to ban their development and
production [20] and in the U.S. a pledge having the same goal has been signed by
more than 200 organizations and 3000 individuals [21] — Al systems are likely to be
used, intentionally or unintentionally, to commit wrongdoings.

As illustrated by a detailed report issued in February 2018 by researches and
scholars of the Future of Humanity Institute (University of Oxford), the Centre for
the Study of Existential Risks (University of Cambridge) and Open Al [22], even
limiting the study on the technologies currently available or foreseeable in the next
five years, Al systems will alter the landscape of security risks for citizens,
organizations and states. In particular, they noted, malicious use of artificial
intelligence could threaten digital security (e.g. through the activity of criminals
who instruct machines to hack data or socially hit victims, at human or superhuman
levels of performance), physical security (e.g. non-state actors weaponizing
consumer drones), and political security (e.g. through privacy-eliminating
surveillance, profiling, and repression, or through automated and targeted
disinformation campaigns).

' Among others: (i) Al algorithms to identify stolen vehicles; (ii) analytical tools for video and audio
analysis; (iii) machine learning for analysis of seized text-based media to identify potential intelligence;
(iv) Al tools for better and more fair criminal investigations.

> Worth mentioning are: (i) augmented-reality driven information extraction to support gathering and
processing of online crime reports; (ii) face and soft biometrics to detect suspicious behaviour, identify
criminals, and search for persons of interests; (iii) forecasting and preventing political protests and
criminal activities; (iv) perimeter patrol robots; (v) use of smart tools to identify child pornography.

* For example: (i) patrol drones for prisons and borders; (ii) audio and video analysis tools to monitor
dangerous prisoners; (iii) surveillance drones; (iv) communications robots; (v) machine learning to
analyse voices on telephone calls; (vi) surveillance systems to monitor for and detect criminal behaviour.
* Which are (i) AI bot to identify legally privileged information; and (ii) crime anticipation system to
predict temporal and spatial features of crime thereby facilitating law enforcement to optimize its
resources and ensure an effective police presence.
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Indeed, while such scenarios do not pose any particular issue on the possible
accountability of the individuals and/or organizations behind the malicious use of
Al, several problems will lie in the detection of such conducts (due to increased
anonymity) as well as the possible massive scale of such attacks.

2.3 Crimes committed by Al systems

From a criminal law standpoint, on the other hand, complex theoretical questions
derive from the abstract possibility that a crime might be committed by a machine
without the human intervention.

In dealing with this query, applying the traditional theory of the crime — as
suggested by some scholars [23] — do not fully convince, because, as recognized by
other authors, «artificial intelligence crime [could] undermine existing liability
models, thereby threatening the dissuasive and redressing power of the law»: in fact,
«existing liability models may be inadequate to address the future role of Al in
criminal activities» [24].

For this reason, a bottom-up approach — i.e., starting from a specific issue to then
study and construct the most suitable accountability system on a case-by-case
fashion — might be the best way to address the issue: indeed, this seems to be the
(correct) road taken by the Council of Europe, which recently started an interesting
study on autonomous vehicles [25] in order to find legally sound answers to the
questions concerning the possible criminal accountability when a completely
autonomous vehicle injures or kills a human'.

2.4  Artificial intelligence and criminal justice

Finally, Al is fully entering in the criminal justice system.

While it is undoubtful that AT will help the judicial actors in reconstructing the
scene of a crime as well as in collecting evidence?, the application of predictive Al
algorithms in the criminal process might raise numerous challenges concerning the
fundamental rights of accused persons and defendants.

' The concept paper of the Council of Europe rightly points out that «the relatively simple question of
who is to be held criminally liable for harmful consequences as a result of a machine’s autonomous
decision-making processes unfortunately does not have a simple answer. For in criminal law it is difficult
to deal with “criminal behavior” of non-human beings; if Al takes the place in the driver’s seat there will
be a responsibility gap». In fact, «the legal framework currently applicable to the development and
utilization of autonomous vehicles (or other Al deployment) is based on normative principles developed
during the pre-digital era. As a result it is unclear in various situations as to how and when responsibility
for harm can be determined» [25].

? For example, in the U.S. the National Justice Institute observed how AI might help in public safety
video and image analysis «to match faces, identify weapons and other objects, and detect complex events
such as accidents and crimes in progress or after the fact». Again, Al systems can be used in DNA
analysis and for gunshot detection [26].

241



Francesco D’Alessandro
By way of example, in April 2019 an 18-year old sued Apple claiming that its
facial-recognition software falsely linked him to a series of thefts from Apple stores,
causing him to be arrested for crimes he did not commit [27]. But while waiting the
developments of this case, the application of predictive algorithms in criminal trials
already brought to the attention of scholars and the general public sensitive
questions to be answered.

3 The use of algorithmic prediction in criminal justice.

As recalled by recent scholarship «a death penalty defendant in Pennsylvania
state court was denied access to the source code for a forensic software program that
generated the critical evidence against him: the program’s commercial vendor
argued that the code is a trade secret. In a federal court in Texas, the federal
government claimed that trade secret interests should shield details about how a
cybercrime investigation software operates, even though the information was
necessary to determine whether warrantless use of the tool had violated the Fourth
Amendment. And in a Wisconsin case, the state supreme court rejected a
defendant’s claim he had a right to scrutinize alleged trade secrets in an algorithmic
risk assessment instrument used to sentence him. The court reasoned that no due
process violation had occurred in part because the judge’s own access to the secrets
was equally limited» [28]. While all three cases raise several queries, let’s now
focus on the last one, the so-called Loomis case.

3.1 The Loomis case

After being found guilty of two crimes, Loomis sustained that the trial court’s use of
an algorithmic risk assessment in sentencing violated his due process rights because
the methodology to produce such assessment was not disclosed.

In State v. Loomis’', however, the Wisconsin Supreme Court rejected such a
claim; brought to the attention of the U.S. Supreme Court the defendant was denied
the petition for a writ of certiorari on June 26, 2017. The assessment was based on a
(secret) algorithm called COMPAS, designed by the private company Northpointe to
provide decisional support for the Department of Corrections when making
placement decisions, managing offenders and planning treatment. The COMPAS
risk assessment on the defendant’s possible recidivism was based upon information
gathered from the defendant’s criminal file, and a 137-question interview (some of
which, very debatable) with the defendant. Problem being, however, that given the
fact that COMPAS was based (also) on historical data, it raised critical issues
concerning the racial-based discrimination of its outcomes which have been even
recognized by the Wisconsin Supreme Court.

' 881 N.W.2d 749 (Wis. 2016)
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3.2 ProPublica’s stance, algorithmic (un)fairness and the black
box inexplicability

More specifically, the Wisconsin Supreme Court cited the studies conducted by the
non-profit organization ProPublica, which harshly criticized the application of
COMPAS in evaluating the risk of recidivism due to several machine biases, also
based on the historical data analysed.

They noted, in particular, that «the score proved remarkably unreliable in
forecasting violent crime: only 20 percent of the people predicted to commit violent
crimes actually went on to do so. When a full range of crimes were taken into
account [...] the algorithm was somewhat more accurate than a coin flip» [29].
Additionally, they then turned up (and found) significant racial disparities: «in
forecasting who would re-offend, the algorithm made mistakes with black and white
defendants at roughly the same rate but in very different ways. The formula was
particularly likely to falsely flag black defendants as future criminalsy» [29].

But as noted by MIT researchers, this problem will probably emerge again due to
the fact that «machine-learning algorithms use statistics to find pattern in data. So if
you feed it historical crime data, it will pick out the patterns associated with crime»
[30]. But the problem, as it is easy to understand, is that those patterns are statistical
correlations, nowhere near the same as causations. For example, if an algorithm
found that poor schooling was correlated with high recidivism, it would leave you
none the wiser about whether poor schooling actually caused crime. So, can we
really rely on tools that, as those concerning risk assessment, that act exactly in this
wat, turning correlative insights into causal scoring mechanisms? It is easy to
answer this question negatively, at least for what concerns decisions capable of
affecting, in the criminal trial, the freedoms and fundamental rights of individual.

This because the populations that have historically been disproportionately
targeted by law enforcement — especially low-income and minority communities —
are at risk of being slapped with high recidivism scores. As a result, the algorithm
could amplify and perpetuate embedded biases and generate even more bias-tainted
data to feed a vicious cycle.

An additional problem, then, comes from the black box: i.e., the fact that most of
the time — together with being algorithms designed by private companies and
protected as trade secrets — «they are given input and produce output, but the exact
functional processes that generate these outputs are hard to interpret even to the very
scientists who generate the algorithms themselves» [31]. Thus, it might all come
down to the concept of fairness of the algorithm, which probably raises more issues
than the ones that it solves: in fact, «even if a perfectly algorithm does exist, the
fairness-as-accuracy definition might still come up short in the event that an
algorithm leads to generalization about a particular group» [32].

4 Conclusions.
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To conclude, while the benefits deriving from the developments of Al systems are
undeniable, likewise concrete are the issues that such systems will bring to the legal
system and, especially, to criminal law and criminal justice. It will thus be crucial to
properly address such questions, working together with technicians and field experts
to find the best solutions: to “steal” an i